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COURSE INTRODUCTION  
 

Welcome to the course on Computer Applications. This course is designed to provide you 

with a comprehensive understanding of how computers and various software applications can 

be used to solve problems and enhance productivity in both personal and professional 

settings. Throughout this course, you will explore the fundamentals of computer hardware 

and software, gaining insights into how these components work together to perform complex 

tasks. 

We will delve into essential software applications that are widely used across different 

industries. These include word processors, spreadsheets, presentation software, and database 

management systems. You will learn how to effectively use these tools to create documents, 

manage data, and present information clearly and professionally. 

Furthermore, the course will introduce you to basic programming concepts, giving you a 

foundation in coding that will enable you to understand the logic behind software 

development. You will also explore internet technologies and web applications, learning how 

to navigate the online world safely and effectively. 

By the end of this course, you will have a solid understanding of computer applications and 

how they can be leveraged to improve efficiency and productivity in various contexts. 

Whether you are looking to enhance your skills for personal use or aiming to apply them in a 

professional setting, this course will equip you with the knowledge and tools you need to 

succeed. 
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Course Outcomes: 

At the completion of the course, a student will be able to: 

1. Understand the basics of computer hardware and software. 

2. Utilize word processors to create and format documents. 

3. Use spreadsheets to manage and analyze data. 

4. Create effective presentations using presentation software. 

5. Manage databases with database management systems. 

6. Apply basic programming concepts to solve simple problems. 

7. Navigate and use the internet safely and efficiently. 

8. Integrate various software applications to improve productivity. 

Acknowledgements: 

 

The content we have utilized is solely educational in nature. The copyright proprietors of the 

materials reproduced in this book have been tracked down as much as possible. The editors 

apologize for any violation that may have happened, and they will be happy to rectify any 

such material in later versions of this book. 
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Unit - 1 

Introduction of Computer 

 

Learning Objectives: 

 Define a computer, identify its characteristics and functions; 

 Understand the evolution of computers 

 Learn about the Generations of Computers 

 Describe the different classifications of computers 

 

Structure: 

1.1 Introduction to Computer 

1.2  Need of Computer 

1.3 Key Features of Computer 

1.4 Parts of Computer System 

1.5  Information Processing Cycle 

1.6    Evolution 

1.7 Computer Generations  

1.9  Summary 

1.9 Self-Assessment Questions  

 

1.1. Introduction to Computers 

The word "computer" is derived from the verb "to compute," which implies to perform 

calculations. Computers have a huge, obvious impact on all aspects of our daily lives. In this 

module, you will learn how computers operate, how they evolved, and different 

classifications. 

 

A computer is an electrical machine that can receive in sequence or data and carry out a 

number of tasks in line with an established set of tasks. Data or information is produced as a 

result of this. A computer is a device that can act on data and solve issues. It accepts the 

input, goes through various mathematical and logical processes to process it, and then 

produces the desired result. 
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Thus, a computer can be defined as a device of electronic equipment that converts data into 

information. The capabilities of a computer can also be used to characterise it.  High speed, 

precision, diligence, adaptability, and storage are key attributes of a computer. 

 

1.2.The Need for Computers 

In today's rapidly advancing digital age, computers have become indispensable tools across 

virtually every aspect of modern life. Their profound impact spans personal, professional, and 

industrial domains, making them essential for various reasons. 

 Efficiency and Productivity 

Computers significantly enhance efficiency and productivity by automating routine tasks, 

processing vast amounts of data quickly, and enabling complex computations that would be 

impossible or time-consuming for humans to perform manually. In businesses, computers 

streamline operations, manage inventory, and facilitate communication, allowing 

organizations to operate more effectively and competitively. 

 Information Management 

The ability to store, manage, and retrieve vast amounts of information is a core need fulfilled 

by computers. From simple databases to complex data warehouses, computers allow 

organizations to keep detailed records, analyze trends, and make informed decisions based on 

accurate and up-to-date information. This capability is crucial for everything from financial 

institutions tracking transactions to healthcare providers managing patient records. 

 Communication and Connectivity 

Computers are central to modern communication systems, enabling instant connectivity 

through emails, video conferencing, and social media platforms. They facilitate global 

collaboration, allowing individuals and organizations to connect and work together regardless 

of geographical barriers. This interconnectedness has transformed business operations, 

education, and personal relationships, making the world more accessible and interconnected. 

 Education and Learning 

In the educational sector, computers are vital tools for both teaching and learning. They 

provide access to a wealth of information and educational resources, support virtual 

classrooms, and enable interactive learning experiences. Computers also aid in research, 

allowing students and educators to access academic journals, conduct simulations, and 

analyze data effectively. 
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 Innovation and Development 

Computers drive innovation across various industries, from developing new software and 

applications to advancing scientific research. In fields like artificial intelligence, machine 

learning, and data analytics, computers are crucial for processing large datasets and creating 

intelligent systems that can solve complex problems. This innovation leads to new products, 

services, and solutions that improve quality of life and drive economic growth. 

 Personal Convenience and Entertainment 

On a personal level, computers offer convenience and entertainment. They enable online 

shopping, banking, and access to a wide range of multimedia content, including movies, 

music, and games. Computers also support social networking, allowing individuals to stay 

connected with friends and family and share experiences in real-time. 

 Critical Infrastructure 

In critical infrastructure sectors such as energy, transportation, and healthcare, computers 

play a pivotal role in ensuring efficient and reliable operations. They manage power grids, 

control traffic systems, and support medical diagnostics and treatments, contributing to the 

safety and well-being of society. 

 

1.3.Key Features of Computers 

Computers are integral to modern life, offering a multitude of features that facilitate a wide 

range of tasks. These features can be categorized into several core areas: 

1. Speed and Efficiency: 

Computers are capable of performing millions of calculations per second, far surpassing 

human capability. This speed allows for efficient processing of complex tasks, making 

computers essential in fields like data analysis, scientific research, and multimedia creation. 

2. Storage Capacity: 

Modern computers come with substantial storage capabilities, both in terms of primary 

memory (RAM) and secondary storage (hard drives, SSDs). This allows for the storage of 

vast amounts of data, including documents, images, videos, and software applications. 

3. Automation: 

Computers can execute pre-defined sets of instructions (programs) without human 

intervention, enabling automation of repetitive tasks. This feature is widely used in various 

industries to increase productivity and reduce the margin of error. 

4. Accuracy: 

Computers perform tasks with a high degree of accuracy. Errors typically only occur due to 
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software bugs or incorrect input by users. This reliability makes computers ideal for tasks 

requiring precise calculations and data management. 

5. Versatility: 

A single computer can perform a wide range of tasks, from word processing and internet 

browsing to complex scientific simulations and graphic design. This versatility is one of the 

key reasons for their widespread adoption in numerous fields. 

6. Connectivity: 

Computers can connect to networks, including the internet, allowing them to access and share 

information globally. This connectivity facilitates communication, collaboration, and access 

to a wealth of online resources. 

7. Multimedia Capabilities: 

Modern computers can handle various forms of media, including text, audio, video, and 

graphics. They are equipped with hardware and software to create, edit, and playback 

multimedia content, making them central to the entertainment and creative industries. 

9. Interactive Interface: 

Computers feature user-friendly interfaces that allow for easy interaction through keyboards, 

mice, touchscreens, and voice commands. These interfaces make computers accessible to 

users of all skill levels. 

9. Portability: 

Advancements in technology have led to the development of portable computers, such as 

laptops, tablets, and smartphones. These devices offer the computing power of traditional 

desktops in a compact, mobile form, allowing users to work from anywhere. 

10. Scalability: 

Computers can be scaled up or down to meet specific needs. This includes upgrading 

hardware components, such as adding more RAM or a larger hard drive, and scaling software 

capabilities through updates and additional applications. 

 

1.4.Parts of Computer Systems 

A computer system is composed of several integral parts that work together to perform 

various functions. These parts can be broadly categorized into hardware and software 

components: 

1. Central Processing Unit (CPU): The CPU, often referred to as brain of computer, is 

responsible for executing instructions from programs. It performs basic “arithmetic, logic, 
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control, and input/output operations”. The CPU consists of “control unit, arithmetic logic unit 

(ALU), and registers”. 

2. Memory: Memory in a computer system is divided into primary and secondary memory. 

 Primary Memory (RAM): “Random Access Memory” (RAM) is volatile memory 

used to store data and instructions that CPU needs while performing tasks. RAM is 

fast and directly accessible by the CPU, but it loses its data when the computer is 

turned off. 

 Secondary Memory: This is non-volatile storage used for long-term data storage. 

Common types include “Hard Disk Drives (HDDs)”, “Solid State Drives (SSDs)”, 

and optical disks like CDs and DVDs. These devices retain data even when the 

computer is powered off. 

3. Motherboard: The motherboard is main circuit board that houses CPU, memory, and 

other essential components. It provides the electrical connections through which these 

components communicate. It also contains the chipset, which manages data flow between the 

processor, memory, and peripherals. 

4. Input Devices: Input devices are peripherals used to provide data and control signals to a 

computer. Common input devices include: 

 “Keyboard”: Used for typing text and commands. 

 “Mouse”: A pointing device used to interact with the graphical user interface. 

 “Scanner”: Converts physical documents into digital format. 

 “Microphone”: Captures audio input. 

5. Output Devices: Output devices are peripherals that receive data from the computer and 

convert it into a human-readable form. Common output devices include: 

 Monitor: Displays visual output from the computer. 

 Printer: Produces physical copies of digital documents. 

 Speakers: Output audio from the computer. 

 Projector: Projects visual output onto a larger screen. 

6. Storage Devices: Storage devices retain data and programs permanently. They come in 

various forms such as: 

 “Hard Disk Drive (HDD)”: Uses spinning disks to read/write data magnetically. 

 “Solid State Drive (SSD)”: Uses flash memory to store data, offering faster access 

speeds than HDDs. 

 USB Flash Drives: Portable storage devices using flash memory. 

 Optical Discs: CDs, DVDs, and Blu-ray discs that store data optically. 
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7. Cooling System: The cooling system, comprising fans, heat sinks, and sometimes liquid 

cooling solutions, plays a crucial role in preventing the CPU, GPU, and other components 

from overheating by dissipating excess heat. 

8. Graphics Processing Unit (GPU): The GPU is a specialized processor designed to handle 

rendering of images, videos, and animations. It is essential for tasks requiring heavy graphics 

processing, such as gaming, video editing, and CAD applications. 

9. Software: Software is a collection of programs and instructions that tell the hardware how 

to perform tasks. It includes: 

 Operating System (OS): The main software that manages all hardware and other 

software on a computer (e.g., Windows, macOS, Linux). 

 Applications: Programs that perform specific tasks for users, such as word 

processors, web browsers, and games. 

10. Peripheral Devices: Peripheral devices expand the functionality of a computer. 

Examples include external hard drives, printers, webcams, and gaming controllers. 

Understanding these components and their functions helps in comprehending how computer 

systems work, enabling effective use and troubleshooting of technology. 

 

1.5.Information Processing Cycle in Computer Applications 

The information processing cycle in computer applications refers to the sequence of steps a 

computer system follows to process data and produce useful information. This cycle involves 

four main stages: input, processing, output, and storage. Each stage plays a crucial role in 

transforming raw data into meaningful results. 

1. Input:  

The input stage of computing encompasses the process of capturing and entering data into the 

computer system. This involves utilizing various input devices, such as keyboards, mice, 

scanners, and microphones, to feed data into the system. The raw data received through these 

devices can encompass a wide range of formats, including text, numbers, images, audio, and 

video.  

2. Processing: During the processing stage, the central processing unit (CPU) takes the raw 

data from the input stage and manipulates it according to the instructions provided by 

software programs. This manipulation can involve calculations, comparisons, sorting, and 

organizing data. The CPU uses its arithmetic logic unit (ALU) for mathematical operations 

and its control unit to interpret and execute instructions. 
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3. Output: The output stage is where the processed data is transformed into a usable form 

and presented to the user. Output devices such as monitors, printers, speakers, and projectors 

display or produce the final information. This information can be in the form of text, images, 

sound, or multimedia. 

4. Storage: The storage stage involves saving data and information for future use. Storage 

devices like hard drives, “solid-state drives(SSDs), USB flash drives, and optical discs” are 

used to retain data permanently or temporarily. There are two types of storage: 

 Primary Storage: Also known as memory or RAM, it is volatile and used for storing 

data temporarily while the computer is running. 

 Secondary Storage: Non-volatile storage used for long-term data retention, even 

when the computer is powered off. 

The Cycle in Action: In a practical scenario, such as processing a spreadsheet: 

 Input: Data is entered into the spreadsheet via the keyboard or imported from another 

file. 

 Processing: The CPU performs calculations on the data based on formulas and 

functions defined in the spreadsheet. 

 Output: The results of these calculations are displayed on the monitor or printed out. 

 Storage: The updated spreadsheet is saved to the hard drive or a cloud storage service 

for future reference. 

 

1.6.Evolution of Computers 
Man has always needed to count things, do calculations, or analyse data.  

1.6.1 Early Developments 

The ABACUS is a rack of wood that contains parallel rods 

on which beads are strung. It is the early computing device. 

Addition and subtraction was possible by this tool.   Abacus   

French scholar Blaise Pascal (1623-1662) developed 

mechanical adding machine in 1642 which represented an 

important step in developing computer systems. 

In 1671 Gottfried Wilhelm von Leibniz improved the formula by adding the ability to 

multiply, divide, and discover the square root. 

First mechanical calculator was sold commercially in 1929. 

Charles Xavier Thomas created this. Multiplication, Division, 
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Addition and Subtraction was possible through this desktop calculator. Better mechanical 

calculators came after that. 

Charles Babbage created “difference engine," in 1922. It is a mechanical calculator that 

operates automatically. His "analytic machine" was a general-purpose, programmable,   

Difference Engine automatic mechanical digital computer that went into production in 1933. 

He earned the title of "father of the modern computer" as well. 

The development of punch cards, an automatic calculating employed for the first time by 

Herman Hollerith and James  

 

1.6.2 Present-Day Developments 

Numerous research teams put forth a lot of effort to create an autonomous digital computer 

by the late 1930s. ENIAC (Electronic Numerical Integrator and Calculator) was designed in 

1942 by physicist John W. Mauchly and electrical engineer J. Presper of Eckert. In 1946, 

ENIAC began operating Relays were replaced by vacuum tubes as the logic components. It 

was, therefore, 1,000 times faster than its electromechanical forerunners. However, the 

magnitude and complexity of ENIAC were unparalleled. 

EDVAC (Electronic Discrete Variable Automatic Computer), a stored-program computer, 

followed ENIAC in 1950. in 1947 to produce computers for the market. The business created 

the UNIVAC I (Universal Automatic Computer) in 1951 for the US Census Bureau.  

 

1.7. Generations of Computer  

Every generation has smaller and more advanced circuitry than the one before it today. 

Additionally, it may be used to edit or make presentations, videos, and spreadsheets. 

However, this complicated system has been developing ever since the first generation of 

computers was introduced in the 1940s.  

 

1.7.1 The First Generation: 1946- 1959 (Vacuum Tubes)  

The first generation of computers was characterised by size, speed, and reliability issues. 

They occupied entire rooms, relied on vacuum tubes for their circuitry and magnetic drums 

for their memory. They were quite expensive and produced lot of heat. 

Examples: “NIAC, EDVAC, UNIVAC, IBM-701, IBM-650” 

Features: 

 “Vacuum tube technology” 

 Unreliable  
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 Supported Machine language only 

 Very costly  

 Huge size 

 

1.7.2 The Second Generation: 1959-1964 (Transistors) 

The second generation of computers was powered by transistors, which replaced vacuum 

tubes. Vacuum tubes were surpassed by transistors. This made these computers smaller and 

cheaper. They were more dependable than their first-generation forebears. In place of the 

opaque binary machine language, Symbolic, or assembly, languages were introduced in 

second-generation computers. It helped  programmers to define commands in words. COBOL 

and FORTRAN (High-level programming languages), were also introduced. 

Magnetic core technology was used instead of a magnetic drum for storing instructions. 

Few Examples are: IBM 7094, Honeywell 

 Important Features: 

 Use of transistors  

 Reliable  

 Small Size 

 Generate less heat 

 Consumption of Less Electricity 

 Fast. 

 

1.7.3 Third Generation: 1965-1970 (Integrated Circuits IC) 

The improvement of the built-in route distinguished the third generation of computers. 

Smaller semiconductors were used in these computers. Keyboard and monitors were used to 

interact with the system. These systems were interfaced with an operating system. Because 

they were lighter and less expensive than their forerunners, computers, for the first time, were 

affordable to spectators. Few Examples are: PDP-9, PDP-11, ICL 2900, IBM 360, IBM 370 

Features: 

 Use if Integrated Circuits 

  Reliability 

 Compact Size 

 Less heat was generated 

 Fast 
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 Low maintenance required 

 Less electricity was consumed 

  high level languages were supported 

 

1.7.4 The Fourth generation: 1971- today (Microprocessors) 

All computer components such as central processing unit, memory, and input/output 

controllers, were housed on a single chip (Intel 4004 chip), which was created in 1971. In 

“1991 IBM released its first personal computer for home use.In 1994 Apple released the 

Macintosh. These computers were connected together which eventually gave birth to the 

Internet”.   GUIs, the mouse, and handheld devices were all developed in conjunction with 

the fourth generation of computers. This generation used all high-level languages, such as C 

and C++, DBASE, etc. 

Few Examples are: IBM 4341, DEC 10, STAR 1000, PUP 11 

Features: 

 VLSI technology used 

 Very Affordable  

 Portable and reliable  

 Very small size   

 Introduction of “Internet”. 

 

1.7.5 FIFTH GENERATION 

1990 and beyond are called the fifth generation phase. Some applications, such as speech 

recognition, are currently in use, but the fifth generation of computer devices based on 

artificial intelligence is still being developed. Superconductors and parallel processing are 

accelerating the development of artificial intelligence. The goal of fifth-generation computing 

was to develop systems that could learn, self-organize, and respond to natural language 

inputs. This generation uses all higher-level languages like C and C++, Java,.Net, etc. 

Few Examples are: Desktop, Laptop, NoteBook, UltraBook, Chromebook 

Features: 

 True Artificial Intelligence  

 ULSI technology 

 Parallel Processing  

 Natural language processing  

 Superconductor technology  
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 User-friendly interfaces and multimedia features  

1.8.  Summary 

 A computer is a device that can act on data and solve issues.  

 CPU refers to ALU and CU.  

 Fourth generation of computers used integrated circuits. 

 The goal of fifth-generation computing was to develop systems that could learn, 

self-organize, and respond to natural language inputs.  

 Analogue computers are extensively employed in manufacturing facilities where 

temperatures, pressure, or liquid flow must be continuously monitored 

 For scientific applications or for industrial process control Hybrid computers are 

used. 

 A supercomputer has multiple processing units that work in parallel to increase 

speed.  

 Minicomputers can accommodate several users thanks to their operating systems' 

multitasking and network features. 

 

1.9.Self-Assessment Questions 
 'Computers have a huge, obvious impact on all aspects of our daily lives'. Give 

reasons to justify this statement. 

 Briefly explain the features of a computer. 

 Write a brief note on evolution of computers. 

 How the computers in each generation different from one another? 

 What is the purpose of third generation of computers? 

 What is the need of Computers? 
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Unit - 2 

Computer Hardware 
 

Learning Objectives: 

 To understand the concept of storage capacity  

 Define Internal Computer Hardware Components 

 Learn about Physical Devices used to Construct Memories 

 Acquire knowledge about different types of data storage and storage devices 

 

Structure: 

2.1  Introduction to Computer Hardware 

2.2  Processing Devices 

2.3  Memory Devices 

2.4  Input and Output Devices 

2.5  Storage Devices 

2.6    Summary 

2.6    Self-Assessment Question 

 

2.1. Introduction of Computer Hardware: 

Any sort of tangible component of a digital or analogue computer will be called as “computer 

hardware” altogether. The term “hardware” is tangible and term “Software” in non-tangible. 

Software tells hardware what task is to be completed. A machine cannot work if there is no 

coordination between hardware and software. 

 

2.2.  Processing Devices 

Inputs are stored and processed by these internal components.  

 Motherboard: It is a circuit board which is a hub for all other hardware components. It 

is mostly present inside the central processing unit (CPU) and is very important 

hardware. 

 CPU: “It is responsible for processing and executing digital instructions from multi-level 

programs”. The CPU's clock frequency impacts the computer's overall performance and 

results of data processing.  
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 RAM: “RAM” is an interim memory that provides programs on-the-spot access to data. 

Because RAM is eruptive memory and any stored data vanishes when the machine is 

closed. 

 Hard disk: This storage device, which functions a bit like a filing container, stores all 

applications and data. If a comparison is made in between floppy disk and hard disk in 

context to speedy data access, hard disk will result out as quicker option. 

 The whirring sound a hard drive generates is caused by the millions of times per minute 

it spins inside its metal case. Although external drives that plug into the computer are 

also available, most hard disks are installed inaccessibly inside computers. 

 SSD or solid-state disk: An SSD, or Solid State Drive, is a type of storage device that 

uses solid-state memory to store data persistently. Unlike traditional hard disk drives 

(HDDs), which use spinning disks and magnetic storage to store data, SSDs have no 

moving parts and store data electronically on interconnected flash-memory chips. 

 Heat sink: It reduces heat from the system's parts to control their temperature which in 

turn helps them to function normally. The heat sink is typically mounted on the top of the 

internal component. 

 Graphics Processor: It handles graphic data. It is chip based.  

 NIC or Network Interface Card (network adapter):  It enables the computer to connect 

to a network. It facilitates the Ethernet network. Semiconductors, transistors, power 

sources, and USB ports are also the internal hardware‟s. 

 

2.2 Memory Device  

a) Random-Access Memory 

Random-access memory (RAM) is “a type of computer memory that is used to store data and 

programs that are being actively used by the processor”. RAM is “volatile memory”, which 

means data will erased when power is turned “off”. This makes RAM an necessary 

component of computer systems, as it support processor to quickly access the data and 

programs that it needs to perform its tasks. 

● Definition of RAM 

RAM is “a type of computer memory that is used to store data and programs that are being 

actively used by the processor”. It is volatile memory, which means data will erased when 

power is turned “off”. RAM is characterized by its fast access time, which allows the 

processor to speedily access and process programs and data that required to perform its 

operations. 
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● Types of RAM 

RAM comes in a variety of forms, each with unique features and uses. The most prevalent 

varieties of RAM are: 

⮚ SRAM (Static Random-Access Memory): SRAM is a one kind of RAM, which uses 

flip-flops to store each bit of data. It is fast and requires very little power, but it is also 

expensive and requires a lot of space. SRAM is often used in cache memory, where speed 

is critical. 

⮚ DRAM (Dynamic Random-Access Memory): DRAM is a one kind of RAM, which 

uses a capacitor to store each bit of data. It is slower and requires more power than 

“SRAM”, but it is also cheaper and requires less space. DRAM is often used in main 

memory, where cost is more important than speed. 

⮚ SDRAM (Synchronous Dynamic Random-Access Memory): SDRAM is a type of 

DRAM that is synchronized with the system clock. It is faster than regular DRAM but 

still slower than SRAM. SDRAM is often used in main memory, where cost is more 

important than speed. 

⮚ DDR SDRAM (“Double Data Rate Synchronous Dynamic Random-Access 

Memory”): “DDR SDRAM” is type of “SDRAM” that can transfer data on both rising 

and falling edges of the clock signal. It is faster than regular SDRAM but still slower than 

SRAM. DDR SDRAM is often used in main memory, where cost is more important than 

speed. 

● Applications of RAM 

RAM is an important component of computer systems, as it allows the processor to speedily 

access programs and data that required for executing operations. RAM is used in variety of 

applications, including: 

⮚ Personal computers: RAM is used in personal computers to hold data, applications, and 

the operating system that the processor is now using. 

⮚ Servers: “RAM is used in servers to store operating system, applications, and data that 

are being actively used by processor”. 

⮚ Embedded systems: RAM is used in embedded systems to store operating system, 

applications, and data that are being actively used by processor. 

⮚ Other applications: RAM is used in a variety of other applications, including scientific 

instruments, military systems, and industrial control systems. 

Overall, RAM is an important component of computer systems, as it allows the processor to 

speedily access programs and data that required for executing operations. There are multiple 
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types of RAM, each with its characteristics and applications. RAM is used in various 

applications, including embedded systems, personal computers, servers, and other 

applications. 

 

a) Read-Only Memory 

“Read-only memory” (ROM) is a type of computer memory that is used to store programs 

and data that are permanently or semi-permanently written into the memory. ROM is a “non-

volatile memory”, which means that “it retains the data and programs even when the power is 

turned off”. ROM is an important component of many computer systems, as it allows the 

processor to access the necessary data and programs even when there is no other source of 

information. 

● Definition of ROM 

ROM is a type of computer memory that is required to store programs and data that are 

permanently or semi-permanently written into the memory. ROM is a “non-volatile 

memory”, which means that “it retains the data and programs even when the power is turned 

off”. ROM is typically used to store the basic instructions that are needed to start up a 

computer system, as well as other data and programs that are required by the system regularly 

● Types of ROM 

There are several types of ROM, each of which is characterized by its specific properties and 

applications. The main types of ROM are: 

⮚ PROM (Programmable Read-Only Memory): PROM is one kind of ROM that can be 

“programmed by the user”. PROM is typically used to store data and programs that are 

needed by a specific application or system. 

⮚ EPROM (Erasable Programmable Read-Only Memory): EPROM is one kind of 

ROM that can be “programmed and erased by the user”. EPROM is typically used to 

store data and programs that need to be updated or changed regularly. 

⮚ EEPROM (“Electrically Erasable Programmable Read-Only Memory”): EEPROM 

is a type of ROM that can be “programmed and erased by the user using electrical 

signals”. EEPROM is typically used to store data and programs that need to be updated or 

changed regularly. 

⮚ Flash memory: Flash memory is a type of ROM that can be “programmed and erased by 

the user using electrical signals”. Flash memory is typically used to store data and 

programs that need to be updated or changed regularly. 
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● Applications of ROM 

ROM is used in a variety of applications, each of which has its specific requirements and 

constraints. Some of the main applications of ROM are: 

⮚ Personal computers: ROM is used in personal computers(PC) to store the basic 

instructions that are needed to start up the system, as well as other data and programs that 

are used by the system regularly. 

⮚ Embedded systems: ROM is used in embedded systems to store the basic instructions 

that are needed to start up the system, as well as other data and programs that are used by 

the system regularly. Embedded systems are found in a wide variety of applications, like  

consumer electronics, industrial control systems, and scientific instruments. 

⮚ Other applications: ROM is used in a variety of other applications, including scientific 

instruments, military systems, and industrial control systems. The specific requirements 

and constraints of the application determine the amount and type of ROM that is used. 

Overall, ROM is a type of computer memory that required to store programs and data that are 

permanently or semi-permanently written into the memory. ROM is a “non-volatile 

memory”, which means that “it retains the data and programs even when the power is turned 

off”. There are several types of ROM, i.e flash memory, EEPROM, EPROM, and PROM, 

each of which is characterized by its specific properties and applications. ROM is used in 

various applications, including personal computers(PC), embedded systems, and other 

applications. The specific requirements and constraints of the application determine the 

amount and type of ROM that is used. 

 

2.3.Input and Output Devices 

 Input Devices: 

Input devices are essential peripherals that allow users to enter data and commands into a 

computer system. These devices translate user actions into a format that the computer can 

process. Common input devices include: 

1. Keyboard: A keyboard is a primary input device used for typing text and entering 

commands. It features keys for letters, numbers, and various functions. 

2. Mouse: A mouse is a pointing device that allows users to interact with the graphical 

user interface by moving a cursor on the screen and selecting objects. 

3. Scanner: A scanner converts physical documents and images into digital format, 

enabling the computer to process and store the scanned data. 
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4. Microphone: A microphone captures audio input, allowing the computer to process 

voice commands, record sounds, and facilitate voice communication. 

5. Touchscreen: A touchscreen combines input and display functions, allowing users to 

interact with the computer by touching the screen directly. 

6. Webcam: A webcam captures video input, enabling video conferencing, streaming, 

and recording. 

 

 Output Devices: 

Output devices are peripherals that receive data from the computer and convert it into a 

human-readable or usable form. These devices present the processed data in a way that users 

can understand. Common output devices include: 

1. Monitor: A monitor displays visual output from the computer, including text, images, 

and videos. It is a primary output device for most computer systems. 

2. Printer: A printer produces physical copies of digital documents, images, and graphics, 

allowing users to generate hard copies of their work. 

3. Speakers: Speakers output audio from the computer, enabling users to hear sounds, 

music, and other audio content. 

4. Projector: A projector displays visual content on a larger screen or surface, making it 

ideal for presentations and large audience viewing. 

5. Headphones: Headphones provide personal audio output, allowing users to listen to 

sound privately without disturbing others. 

These input and output devices are integral to the functionality of computer systems, 

facilitating interaction between the user and the computer. By understanding their roles and 

how they work, users can effectively utilize technology to perform a wide range of tasks, 

from data entry to multimedia consumption. 

 

2.4.Storage Device (External Memory) 

Secondary memory, also referred to as external memory, is memory that isn't directly 

connected to the CPU and which is removable as per the need. People use various types of 

External Memory in their gadgets. 

Examples include CDs, flash drives, memory chips, and external hard drives. With the help 

of External Memory, data can be stored, transferred and accessed in any other suitable 

device.  
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Floppy Disk 

Floppy disks, which have been around since about 1990, are among the earliest types of 

mobile storage devices still considered for usage.  

You can create backup copies of your work to guard against losing it using the floppy disk 

drive to fetch micro files between different systems. The material used to create floppy disks 

is known as Mylar. They have a magnetic surface that enables data to be recorded. While the 

first (3 1/2 inch) floppy disks were actually "floppy," the ones we use today are covered in 

hard plastic. The read/write head may access the disk because the disk rotates in the drive. 

The maximum capacity of Floppy Disk is 1.44 Mb which equalizes to text of approximately 

300 pages on an A4 size page. However, as graphic images are frequently quite huge, floppy 

disk are not suggested mediums to work on those files. 

Prior to writing data to the disk, all disks must be formatted. The disk is divided into sectors 

during formatting so that data files can be put there. Pre-formatted floppy disks are frequently 

marketed. 

Floppy Disks should be handled carefully to safeguard the data. You should avoid touching 

the disk's surface and keep it away from hot or cold places and strong magnetic fields like 

those that may be present next to speakers, as doing so could cause all of your data to be lost. 

 

Zip Drive 

The Zip drive resembles a floppy disk but has a storage capacity of 100 MB to 250 MB, 

which is approximately 70 times greater than a floppy.  

The Zip disk requires a separate drive and is marginally thicker than a floppy disk. Zip disks 

are very helpful for recovering crucial data and for quickly transferring data between 

computers. Data is compressed to make big files to fit on a floppy disk smaller. 

 

Magnetic Tape 

Magnetic tapes are considered as the most popular media for bulk data holding, back-up, 

archiving, and exchange. Hard disk and tape have historically had a far higher capacity-to-

price ratio than hard disk, but the two have moved closer together recently. Numerous 

formats exist, many exclusive to specific platforms or industries, such as mainframes or a 

specific type of personal computer.  

Though entrance time on tape is slow, the rate of continuous exploration of data is quick as 

the tape is a sequential access medium.  

Examples of organizations using this medium:- 
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 Space Borne Photography companies have a pile-up of many photographs. 

 Film studios that store their digital films in archives 

 Companies that specialize in architecture, automobiles, and design and hold 

hundreds of CAD drawings. 

 Scientific institutions like CERN keep the outcomes of previous experiments. 

 Weather service providers. 

There are two types of magnetic tape: 

 Tape reels: It can store huge data and used for backup data from mainframe 

systems. 

 Cassettes or cartridges: It is small but stores enough data to back up the 

information stored on a personal computer or network. 

 

Compact Disc 

Compact discs hold the data that can be recovered or used at a later time. Software for your 

computer can be found on CDs. Storing music to play in a CD player and files to access on 

system. 

A typical CD can store 650 MB of data or 72 minutes of music. Data on an 90-minute CD 

can be stored in 700 MB. 

Compact Discs can be categorized on: 

End-use: Video, Audio, Photo, Graphics  

Operations: Read-Only, Recordable, Rewritable 

 

Optical Drive 

External memory known as an optical drive may store and read data using light. CDs, DVDs, 

and Blu-ray discs are the three most popular varieties. You insert the disc into the optical 

drive and the computer spins it so you can access the information on the disc. 

It is scanned by an internal laser beam, which also downloads the data from the optical disk 

into the computer after receiving it. This sort of memory can be helpful because it often costs 

little, is simple to use, and holds a lot of data. 

 

Magnetic Data Storage 

Data is encoded as an electric current in magnetic storage devices, which have a covering of 

magnetic material. Small portions of a metal spinning disk are magnetized in this sort of 

memory using magnetic fields. 
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Each segment, which denotes a "1" or a "0," is quite large, frequently containing many 

terabytes of data. Users favor this sort of memory because it is inexpensive, robust, and 

capable of holding a large amount of data. Floppy disks, hard drives, and magnetic tape are 

examples of common magnetic storage media. 

 

Solid State Drives 

External memory in the form of solid-state drives makes use of silicon microchips. Solid-

state drives are more contemporary than magnetic storage devices, but they share the ability 

to be removed from the device from which data is being stored or extracted. 

The universal serial bus (USB) memory stick or USB flash drive are popular types. 

Virtual Storage 

Virtual memory transfers data to a paging file, a section of a hard drive that serves as an 

extension of RAM, when RAM space is running low. This is a transient process that ends 

once there is enough RAM space available. 

 

2.5. Summary 

 Storage capacity is determined in bytes. 

 Kilobytes (KB), Megabytes (MB), and Gigabytes (GB) are common numbers used to 

describe a computer's storage capacity 

 The Zip drive resembles a floppy drive but has a storage capacity of 100 MB, which is 

at least 70 times greater than a floppy 

 Hardware for has internal and exterior parts. The whirring sound a hard drive 

generates is caused by the hundreds of times per minute that it spins inside its metal 

shell. 

 You may quickly back up the work on DVDs for security. 

 

2.6. Self-Assessment Questions 

 Explain Storage Capacity? Discuss how it can be measured. 

 Differentiate between RAM and ROM 

 Differentiate between Megabyte and GigaByte 

 Explain any three examples of storage devices. 

 With the help of suitable examples discuss different types of files. 

 Explain File Generations? Explain with the help of suitable examples. 
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Unit - 3 

Software 

 

Learning Objectives: 

 To understand the concept of a computer program  

 Grasp the meaning of the terms „Program‟ and „Software‟ 

 Learn about the different types of Software, their Functions and Features  

 Know more about Programming Software and Components of a Programming 

Software 

 Learn about Application Software: It‟s Functions & Features 

 Differentiate between System Software and Application Software 

 

Structure: 

3.1 Introduction of Software 

3.2  Software vs Program 

3.3.  Types of Software 

3.4    System Software 

3.5.   Programming Software  

3.6.   Application Software  

3.7.  Programming Languages and Language Translator 

3.9.  Summary 

3.9. Self-Assessment Questions   

 

3.1 Introduction of Software 

A computer system‟s two main parts are software and the other is hardware. Software is a 

collective term for a group of computer programs. It instructs a computer what to do. It tells 

hardware what to do.  

 

Let‟s begin by understanding the difference between a program and software. 
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3.2. Program vs Software 

SOFTWARE PROGRAM 

The collection of all programs that are run 

either concurrently or sequentially to 

complete a certain task is known as software. 

The outcome of multiple programs combined 

is this. 

A collection of computer code lines that 

process input and carries out commands 

to generate output is called a program. 

Software is an assemblage of scripts, instructions, and procedures that tell computers what to 

do. System software and application software make up the majority of it.  

System software keeps the system updated and directs a running path for application 

software. It is important to understand that system cannot function without system software. 

It is multifunctional software. 

 

3.3. Types of Software 

 

 

 

 

 

 

 

 

 

 

Figure: 3.1 Types of Software 

 

 

 

3.4. System Software 

System software is the interface between system and application softwares. They are 

developed by using low-level programming languages. They provide running path for 

application software. 
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Example: The Basic Input/Output System (BIOS). It regulates the exchange of data among 

the operating system and other connected devices. The software also includes tools like the 

disk defragmenter and system restore. 

 

3.4.1 Main functions of System Software 

 Memory Management 

 Processor Management 

 File Management 

 Security   

 Error Detection 

 

3.4.2 Features of System Software 

 A low-level language is meant to create system software. 

 The system software has a minimized file size. 

 Comprehending system software is difficult. 

 Hardware components are present close to system software. 

 

3.4.3 Types of System Software 

Operating System: It acts as an interpreter between software and hardware. For example 

when print command is given Operating System takes the instruction to printer for printing 

the document. 

 

Language Processor: human-readable language is converted into machine language by 

language processor. It converts computer programs into commands that are understandable 

by machines 

  

Device Driver: It is a system that works with a device to complete specific tasks. Before you 

can execute the software, a driver must be installed. 

 

 

3.5 Programming Software 

It consists of the programs and apps that software engineers use as tools to build, test, 

support, and maintain other programs and applications. The components of programming 

software are a compiler, a debugger, an interpreter, a linker, and a text editor. 
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Components of a Programming Software 

Compiler- “Converts High-Level language program into Low- Level language program”. 

Assembler- “Converts an Assembly Language program into Low-Level language 

programs”. 

Interpreter- “Processes high-level language line by line and simultaneously produces low-

level programs”. 

Linker- Most low-level languages enable programmers to create big programs with 

many modules. All of the modules produced by the language translator have 

their object code organized by the linker into a single program. 

Debugger- Software used to find programming faults and errors. It identifies the location 

of computer code faults. 

Text editor- Enables computer users to work with texts.  

 

3.6 Application Software 

Application software refers to programs that operate in response to user requests. Developed 

using high-level programming languages with predefined functions, these applications serve 

various purposes, such as word processing, web browsing, and graphic design. The key 

distinction between system software and application software lies in their functionality: while 

system software can operate independently, applications rely on the underlying system to 

function. In other words, the absence of application software doesn't hinder the operation of 

system software, but the system itself cannot function without its core software components. 

A few examples are word processors, presentation programs, data management tools, desktop 

publishing applications, and web browsers. 

 

3.6.1 Application Software Functions 

 Information and Data Management 

 Document Management 

 Images and Videos Creation 

 Processing of Collaborative communication tools. 

 Payroll Management ,Accounting and Financial management 

 Management of Resource through ERP and CRM 

 

3.6.2 Features of Application Software  

 Application software are written in High-level languages  
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 More storage space is needed for application software than for system software. 

 Each application software program completes a specific task. 

 In comparison to system software, application software is simpler to develop. 

 

3.6.3 Types of Applications Software  

General-Purpose Software: They are used forvariety of jobs; Major examples include 

MS Word, MS Excel, etc. 

Customized Software: is used to carry out duties created for certain businesses. As an 

illustration, consider the reservation systems for railroads and airlines. 

Utility Software: They are required to perform highly specialized tasks.Example: 

Partition of Drives in computer. 

 

 Difference between System Software and Application Software 

 

3.7. Programming Languages and Language Translators 

Programming Languages: “Programming languages are formal languages comprised of a 

set of instructions that produce various kinds of output”. They are used by developers to write 

programs that control the behavior of machines, particularly computers. Each programming 

language has its own syntax and semantics, which define the rules for writing valid programs 

and the meaning of those programs, respectively. 

Types of Programming Languages: 

1. High-Level Languages: These are closer to human languages and abstract away 

much of the hardware details. Examples: “Python”, “Java”, and “C++”. They are 

easier to write, read, and maintain. 
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2. Low-Level Languages: “These are closer to machine language and provide little or 

no abstraction from a computer's instruction set architecture”. Assembly language is a 

prime example, offering a closer interface to the hardware but requiring more detailed 

and complex code. 

3. Scripting Languages: Often used for writing short programs, scripting languages like 

JavaScript, PHP, and Ruby are designed for integrating and communicating with 

other programming languages. 

4. Domain-Specific Languages: These are specialized languages designed for specific 

tasks, such as “SQL” for database queries or “HTML” for web page markup. 

 

Language Translators: Language translators are software tools that convert code written in 

one programming language into another language. This process is essential for executing 

high-level programs on a computer since computers can only understand machine language. 

Types of Language Translators: 

1. Compilers: These translate the entire high-level program into machine code before 

execution. The compiled program can then be executed repeatedly without the need 

for recompilation. Examples include the GCC compiler for C/C++ and the Java 

compiler. 

2. Interpreters: These translate high-level code into machine code line by line, 

executing each line as it is translated. This allows for immediate execution but 

typically results in slower performance compared to compiled programs. Python and 

Ruby use interpreters. 

3. Assemblers: These translate assembly language code into machine code. Assemblers 

are used in programming where low-level hardware control and high performance are 

crucial. 

4. Just-In-Time (JIT) Compilers: These are used in environments where a 

combination of compilation and interpretation is required. JIT compilers translate 

code into machine language at runtime, providing a balance between execution speed 

and flexibility. Java and .NET environments use JIT compilers. 

Programming languages and language translators are fundamental components of software 

development, enabling the creation and execution of diverse and complex applications across 

various computing platforms. 

 

3.7 Summary 
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 Software is the set of instructions required to complete a certain task. It is the result of 

several programs combined. 

 A program is a collection of lines of computer code that processes input and executes 

instructions to produce output. 

 System Software is the interface between application software and the hardwares. 

 System software uses a language processor to translate human-readable language into 

machine readable language. 

 The components of programming software are a compiler, a debugger, an interpreter, 

a linker, and a text editor. 

 

3.9 Self-Assessment Questions 

1. Differentiate between System Software and Application Software 

2. Describe the features and functions of Application Software.  

3. Explain the components of programming software with suitable examples. 

4. What are the salient features and different types of System Software? 
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Unit - 4 

Data Representation 

 

Learning Objectives: 

 To understand the Number system. 

 To understand the binary addition, binary subtraction. 

 To understand Floating Point representation of numbers. 

 

Structure: 

4.1 Introduction to Number System. 

4.2    Integers Representation 

4.3    Representation of Octal and Hexadecimal numbers 

4.4    Decimal to Binary Conversion 

4.5    Addition of Binary Numbers 

4.6    Subtraction of Numbers 

4.7    Binary Multiplication 

4.8    Binary Division 

4.9    Floating Point Representation of Numbers 

4.10  Summary 

4.11  Keywords 

4.12  Self-Assessment Questions 

4.13  Case Study 

 

 

4.1 Introduction to Number System 

Decimal number takes up ten values i.e. from 0, 1, 2, 3, 4, 5, 6, 7, 8 and 9. On the other hand 

binary number takes only two values i.e. zeros and ones.  

 

4.1.1 Description of Number System 

(a) Binary Number System 

 Its base is „2‟ and digits used are 0 & 1. 

(b) Octal Number System 

Its base is „8‟ and digits used are 0 to 7. 
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(c) Hexa Decimal Number System 

Its base is „16‟ and digits used are 0 to 9 with letters A to F. 

 

4.2 Representation of Integers 

Integers and floating-point numbers are treated differently in computers. There are two 

representation schemes for integers: 

Zero and positive integers are represented by Unsigned Integers 

Zero, positive and negative integers are represented by Signed Integers.  

For signed integers three representation schemes had been proposed which are given below: 

Representation of Sign-Magnitude  

Representation of 1's Complement  

Representation of 2's Complement  

 

4.3 Octal and Hexadecimal representation of numbers 

4.3.1 Octal Number System 

 It has eight digits, 0, and 1,2,3,4,5,6,7. 

 It has base 8 

 Example Octal Number: 125708 

 

4.3.2 Hexadecimal Number System 

 It has 16 digits – “0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F”. 

 It has values from 0-9. After this “A = 10”, “B = 11”, “C = 12”, “D = 13”, “E = 14”, 

“F = 15”. 

 It has “base 16”. 

 Example 16 X where X represents the last position - 1. 

 

4.4 Decimal to Binary conversion 

Let's understand the conversion with the help of an example:  

Convert (101.101)2 = (?)10 

“(101.101 = 1 x 2
2
 +0 x 2

1
 + 1 x 2

0
 .1 x 2

-1
+0 x 2

-2
 + 1 x 2

-3
)” 

=1x4+0x2+1x1.1x (1/2)+0x(1/4)+1x(1/8)  

=4+0+1.(1/2)+0+(1/8)  

= 5+0.5+0.125  

= 5.625  
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Therefore (101.101)2= (5.625)10 

1.  

4.5 Binary Addition   

The following is the binary addition table 

 

 

Example : 

“Add (1010)2 and (0011)2” 

    

     1010 (Augends) 

     0011 (Addend) 

      1101 (sum) 

The addition is operated above as following . 

 

Step 1: Addition begins with “least significant bits”, resulting in “0 + 1 = 1” with “no carry”. 

Step 2: The carry from previous step is added to the next “higher significant bits”, leading to 

“0 + 1 + 1 = 0” with a carry of “1”. 

Step 3: The carry from the preceding step is added to the next “higher significant bits”, 

resulting in “1 + 0 + 0 = 1” with no carry. 

Step 4: Finally, the carry from the previous step is added to the “most significant bit”, 

yielding “0 + 1 + 0 = 1” with no carry. 

Sum is “1101”. 

 

4.6 Subtraction of Numbers  

The following is table for Binary Subtraction  

A+B SUM CARRY 

0+0 0 0 

0+1 1 0 

1+0 1 0 

1+1 0 1 
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Example: 

Subtract (0101)2 from (1011)2 

1011 (Minuend)  

0101 (Subtrahend) 

0110 (Difference) 

 

Steps: 

Step-1:  The “LSB” in first column are “1” and “1”. Thus, difference is “1 - 1 = 0” 

Step-2:  The column, subtraction is performed as “1-0=1” 

Step-3:  In third column, difference is given by “0-1=1” 

Step- 4:  In fourth column (“MSB”), difference is given by “0-0 = 0” since “1” is 

borrowed for the third column. 

 

4.7 Binary Multiplication  

The following is the Binary Multiplication table 

AB PRODUCT 

00 0 

01 0 

10 0 

11 1 

 

Example: 

Multiplicand  Multiplier 

10110.1x01001.1 

___________________ 

101101 

101101 

000000 

A+B DIFFERENCE  BORROW 

0-0 0 0 

0-1 1 1 

1-0 1 0 

1-1 0 0 
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000000 

101101 

000000 

    __________________ 

011010101.11   (Final product) 

   _________________ 

 

4.8 Binary Division  

The following is the Binary Division table 

 

A÷B PRODUCT 

“0÷0” Undefined   

“0÷1” 0 

“1÷0” Undefined 

“1÷1” 1 

 

Example: 

Dividend ÷ Divisor 

    11011.1 ÷ 101 

101.1    (QUOTIENT) 

DIVISOR 101 11011.1   (DIVIDEND) 

101 

   ______________ 

111 

101 

_______________ 

101 

101 

_____________ 

0 

_____________ 
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4.9 Floating Point Representation of Numbers 

Example: 

6.6310×10
-34

 “(Planck's constant)” 

 

The first bit describes non-zero part of number which is known as „Mantissa‟, second part 

describes how many positions decimal point needs to be shifted. This is known as 

„Exponent‟. It can be positive when shifting decimal point to right and negative when shifting 

to left. 

6.63   x  10
-34

 

Mantissa   Exponent 

If it is needed to write out that number in full, one will have to shift decimal point in 

exponent 34 places to the left, resulting in: 

0.000000000000000000000000000000000663 

 

This would need a significant amount of time to write and make it difficult for naked eye to 

count the zeros. Planck's constant, for example, is a multi-digit quantity that can be stored in 

a small number of digits when we are willing to accept a particular level of accuracy (6.63 = 

3 significant figures). You are constantly balancing the accuracy (number of significant bits) 

of the number with its scope (or range). 

 

4.10 Summary 

Binary System is very important technique. Computer can only understand language of 0 & 1 

to respond to a command 

 

4.11 Keywords 

 Integers 

 Floating Point representation of numbers 

 Mantissa 

 

4.12 Self-Assessment Questions 

 Discuss the characteristics of the Octal Number System 

 Explain binary division with the help of an example. 

 Explain binary addition and subtraction. 
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4.13 Case Study 

Mr. X from school ABC organised a game of binary calculation and several students 

participated in the same. He provided following equation to be calculated based on the basis 

of binary calculation: 01÷1+1-0 and asked to provide the correct answer for the same by 

following the BODMAS rule. 

 

1. What is the correct answer for the same? 

     Answer- 1 

 

2. What is the answer of 1‟s complement? 

     Answer- 0 
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Unit - 5 

Overview of Data Processing Components and Factors 

 

Learning Objectives: 

 Overview of Data Processing Components and Factors. 

 Understand the Machine Cycles. 

 Learn about the Memory and Computing Power. 

 Describe the different classifications of BUS. 

 

Structure: 

 

5.1 Central Processing Unit 

5.2  Machine Cycles 

5.3 Memory 

5.4 Factors affecting Processing Speed 

5.5  Registers 

5.6    Memory and Computing Power 

5.7 Computer Internal Clock 

5.9  Computer Bus System 

5.10 Cache Memory  

5.11 Self-Assessment Questions 

 

5.1 Central Processing Unit (CPU) 

The “CPU”, often referred to as the brain of computer, is responsible for “executing 

instructions and processing data”. It consists of several key components: 

1. Arithmetic Logic Unit (ALU): 

   - Performs arithmetic operations (addition, subtraction, multiplication, division) and logical 

operations (comparisons, bitwise operations). 

   - Integral for the execution of instructions that involve mathematical calculations or 

decision-making. 

2. Control Unit (CU): 

   - Directs “operation of processor by fetching instructions from memory, decoding them, 

and then executing them”. 

   - Manages the flow of data between the CPU, memory, and peripherals. 
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3. Registers: 

   - “Small, fast storage locations within the CPU that temporarily hold data and instructions”. 

   - Types of registers include: 

 “Accumulator”: Holds results of “ALU” operations. 

 “Program Counter” (PC): Keeps track of the address of the next instruction to be 

executed. 

 “Instruction Register” (IR): “Holds the current instruction being executed”. 

 “Stack Pointer” (SP): “Points to the top of the stack in memory, used for managing 

function calls and returns”. 

 

5.2 Machine Cycle 

The machine cycle is the fundamental process by which the CPU executes instructions. It 

includes four stages: 

 

1. Fetch: 

   - The CPU retrieves an instruction from the memory location pointed to by the “Program   

Counter” (PC). 

   - The fetched instruction is then stored in the “Instruction Register” (IR). 

 

2. Decode: 

   - The “Control Unit” decodes instruction stored in the “IR” to determine the required 

action. 

   - This involves identifying the “opcode” (operation code) and the “operands” (data or 

memory addresses). 

 

3. Execute: 

   - The decoded instruction is executed by the appropriate CPU component. 

   - This could involve “performing an arithmetic operation in the ALU, moving data between 

registers, or interacting with memory”. 

 

4. Store: 

   - The result of the executed instruction is written back to a register or memory, if necessary. 

   - The “Program Counter” (PC) is updated to point to the next instruction. 
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5.3 Memory 

Memory is critical for storing data and instructions that the CPU needs. It includes: 

 

1. “Random Access Memory” (RAM): 

   - “Volatile memory” used for temporary storage while computer is running. 

   - Provides fast read and write access to data, but data is lost when the power is turned off. 

 

2. “Read-Only Memory” (ROM): 

   - “Non-volatile memory” that stores critical startup instructions, such as the BIOS (Basic 

Input/ Output System). 

   - Data in ROM cannot be easily modified and persists even when the computer is powered 

off. 

 

3. Cache Memory: 

   - A small, high-speed memory located close to the CPU to speed up access to frequently 

used data. 

   - Types of cache include: 

 L1 Cache: The “smallest and fastest”, located within the CPU itself. 

 L2 Cache: “Larger and slightly slower”, often located on the CPU chip. 

 L3 Cache: “Even larger and slower”, shared between multiple CPU cores. 

 

5.4 Factors Affecting Processing Speed 

1. Clock Speed: 

   - Measured in “gigahertz” (GHz), it indicates how many cycles per second the CPU can 

execute. 

   - Higher clock speeds generally result in faster processing, but also increase heat and power 

consumption. 

 

2. Core Count: 

   - Modern CPUs have multiple cores, allowing them to perform multiple tasks 

simultaneously. 

   - Multi-core processors can handle more concurrent operations, improving overall 

performance for multitasking and parallel processing. 
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3. Cache Size: 

   - Larger cache memory reduces the time the CPU spends accessing data from main 

memory. 

   - Improves overall processing speed by keeping frequently accessed data close to the CPU. 

 

4. Bus Speed: 

   - The speed at which data is transferred between the CPU and other components, measured 

in megahertz (MHz) or gigahertz (GHz). 

   - Faster bus speeds reduce bottlenecks and improve data transfer rates. 

 

5.5 Registers 

Registers are vital for the CPU‟s operation, offering the quickest access to data. They include: 

 

1. General Purpose Registers: 

   - Used for a variety of operations, including arithmetic and data movement. 

   - Examples include the Accumulator (ACC), Base Register (BR), and Data Register (DR). 

 

2. Special Purpose Registers: 

   - Used for specific functions within the CPU. 

   - Examples include the Program Counter (PC), Instruction Register (IR), and Stack Pointer 

(SP). 

 

5.6 Memory and Computing Power 

The interplay between memory and the CPU's capabilities determines the computing power 

of a system. Key aspects include: 

 

1. Sufficient RAM: 

   - Ensures that the CPU has quick access to a large amount of data and instructions. 

   - Reduces the need to access slower storage mediums like hard drives or SSDs. 

 

2. Efficient Cache Usage: 

   - Reduces latency by storing frequently accessed data closer to the CPU. 

   - Multiple levels of cache (L1, L2, L3) help balance speed and size. 
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5.7 Computer Internal Clock 

The internal clock of a computer, commonly referred to as the system clock, plays a vital role 

in coordinating the operations of the CPU and other system components. It ensures that all 

parts of the computer function in harmony. Here‟s an in-depth look at its functions and 

significance: 

 

Function and Importance 

1. Timing and Synchronization: 

   - The internal clock generates a continuous series of electrical pulses that are used to 

synchronize the activities of the CPU and other components. 

   - Each pulse, known as a clock cycle, occurs at a specific frequency, referred to as the clock 

speed or clock rate, measured in hertz (Hz). 

 

2. Clock Speed: 

   - Clock speed is typically measured in megahertz (MHz) or gigahertz (GHz), indicating the 

number of clock cycles generated per second. 

   - For example, a 3 GHz CPU has an internal clock that ticks 3 billion times per second. 

   - Higher clock speeds allow more instructions to be executed per second, enhancing 

processing speed. However, higher speeds also result in increased heat and power 

consumption. 

 

3. Instruction Execution: 

   - Executing an instruction generally takes multiple clock cycles. The fetch-decode-execute-

store cycle is synchronized with the clock pulses. 

   - Simple instructions might complete in a single clock cycle, whereas more complex 

instructions could require several cycles. 

 

4. Clock Multipliers: 

   - Modern CPUs use clock multipliers to run the processor at a higher speed than the base 

clock speed provided by the motherboard. 

   - For instance, if the base clock speed is 100 MHz and the CPU has a multiplier of 35, the 

CPU operates at 3.5 GHz. 
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5. Bus Synchronization: 

   - The internal clock ensures synchronization between the CPU and other components 

connected via buses. 

   - Clock pulses coordinate data, address, and control signals, facilitating orderly 

communication and data transfer. 

 

6. Clock Distribution: 

   - The clock signal is distributed throughout the CPU and other system components using a 

clock distribution network. 

   - Minimizing delay and skew (timing differences between clock signals reaching different 

parts of the CPU) is essential for maintaining synchronization and efficient operation. 

 

7. Power Management: 

   - Clock speed can be dynamically adjusted based on workload through technologies like 

Intel‟s SpeedStep or AMD‟s Cool‟n‟Quiet. 

   - Reducing the clock speed during low activity periods conserves power and reduces heat 

generation. 

 

8. Overclocking: 

   - Overclocking involves increasing the clock speed beyond the manufacturer‟s 

specifications to achieve higher performance. 

   - While it can yield significant performance improvements, it also increases the risk of 

overheating and can compromise system stability and lifespan if not managed correctly. 

 

9. Clock Generators and Buffers: 

   - A clock generator produces the initial clock signal, often derived from a crystal oscillator 

that maintains a precise frequency. 

   - Clock buffers distribute the clock signal to various parts of the CPU and system, ensuring 

consistent timing across the entire chip. 

 

5.8 Computer Bus System 

A computer bus is an essential communication pathway that transfers data between the 

components inside a computer or between multiple computers. It plays a critical role in the 



41 
 

computer's architecture, ensuring efficient interaction between different parts of the system. 

Here‟s a detailed explanation of the types, functions, and significance of computer buses: 

 

5.8.1 Types of Buses 

1. Data Bus: 

   - Function: Transports actual data between the “CPU, memory, and peripherals”. 

   - Characteristics: The width of data bus (how many bits it can transfer simultaneously) is 

crucial. Typical widths include “8-bit”, “16-bit”, “32-bit”, and “64-bit”. 

 

2. Address Bus: 

   - Function: Carries address information, indicating where data should be read from or 

written to in memory. 

   - Characteristics: The width of address bus determines maximum memory addressable. For 

instance, a “32-bit address bus” can address up to 4 GB of memory. 

 

3. Control Bus: 

   - Function: Transmits control signals from the CPU to other components, managing and 

coordinating their operations. 

   - Characteristics: Includes signals for “read/write operations, interrupt handling, and timing 

control”. 

 

5.8.2 Functions of the Bus 

1. Data Transfer: 

   - Internal Data Transfer: Between the CPU, memory, and internal storage devices. 

   - External Data Transfer: Between the computer and external devices like printers, 

keyboards, and external drives. 

 

2. Addressing: 

   - Specifies the memory locations where data read/write operations are to be performed. 

 

3. Control and Timing: 

   - Manages the use of data and address lines and ensures orderly communication between 

components. 

   - Control signals include read/write commands, interrupt requests, and clock signals. 
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4. Power Distribution: 

   - Distributes electrical power to various components and peripherals connected to the bus. 

 

5.9 Cache Memory 

“Cache memory is a small, high-speed storage located close to the CPU that temporarily 

holds frequently accessed data and instructions”. Its primary purpose is to speed up data 

access and improve the overall efficiency of the computer system. Here's an in-depth look at 

cache memory, its types, and its significance: 

5.9.1 Function of Cache Memory 

1. Speed Enhancement: 

   - Cache memory provides much faster access times compared to main memory (RAM), 

reducing the time the CPU needs to wait for data. 

   - By storing frequently accessed data and instructions, cache memory minimizes the delay 

caused by slower memory access times. 

 

2. Reduction of Bottlenecks: 

   - It helps alleviate the bottleneck between the CPU and main memory by keeping critical 

data readily available. 

   - This efficiency is crucial for high-performance computing tasks where quick data retrieval 

is essential. 

 

5.9.2 Types of Cache Memory 

1. L1 Cache (Level 1): 

   - Location: Integrated directly into the CPU chip. 

   - Characteristics: The smallest and fastest type of cache. It is divided into the instruction 

cache (storing instructions) and data cache (storing data). 

   - Size: Typically ranges from 2 KB to 64 KB. 

   - Speed: Operates at the same speed as the CPU, providing the quickest access. 

 

2. L2 Cache (Level 2): 

   - Location: Either on the CPU chip or on a separate chip with a high-speed bus connecting 

it to the CPU. 

   - Characteristics: Larger than L1 cache but slower. It serves as a bridge between L1 cache 

and main memory. 
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   - Size: Usually ranges from 256 KB to 8 MB. 

   - Speed: Slightly slower than L1 cache but still much faster than main memory. 

 

3. L3 Cache (Level 3): 

   - Location: Shared among the CPU cores and typically located on the CPU chip. 

   - Characteristics: Larger and slower than L2 cache. It improves the performance of multi-

core processors by sharing data among cores. 

   - Size: Can range from 4 MB to 50 MB or more. 

   - Speed: Slower than L2 but faster than main memory. 

 

5.9.3 Significance of Cache Memory 

1. Performance Improvement: 

   - By reducing the average time to access data, cache memory significantly boosts CPU 

performance. 

   - It is especially important for applications requiring rapid data processing, such as gaming, 

video editing, and scientific computations. 

 

2. Power Efficiency: 

   - Accessing data from cache consumes less power compared to accessing main memory, 

contributing to overall energy efficiency. 

 

3. Multi-Core Support: 

   - In multi-core processors, L3 cache is critical as it allows data sharing between cores, 

optimizing parallel processing and improving system performance. 

 

4. Cost-Effective Performance: 

   - Although cache memory is more expensive than main memory, it is more cost-effective to 

use a small amount of cache to speed up a larger, slower main memory system. 

 

5.10 Self-Assessment Questions 

1. Discuss various factors those affects the processing speed. 

2. Explain various bus systems. 

3. What do you understand by the Machine cycle. 
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Unit 3 

Chapter 6 

Secondary Storage device: Sequential Access Devices 
 

Learning Objectives: 

 Overview of secondary storage device. 

 Understand limitation of sequential access devices. 

 Learn about the operating principle of magnetic tape. 

 Discuss the advantage of sequential access devices. 

 

Structure: 

6.1 Sequential Access devices 

6.2  limitation of  Sequential Access devices  

6.3 Types of Magnetic Tape 

6.4 Limitation of Magnetic tape 

6.5  Self-Assessment Questions 

 

6.1 Sequential Access Devices 

 Sequential access devices are storage media that operate by reading and writing data in a 

linear sequence. They are commonly utilized for applications where data access follows a 

specific order. Below is an exploration of these devices, including their types, operational 

principles, advantages, and limitations: 

 

 6.1.1 Types of Sequential Access Devices 

1. Magnetic Tapes: 

   - Description: Thin strips of plastic coated with a magnetic material used for recording data 

magnetically. 

   - Usage: Commonly employed for backups, archiving, and large-scale data storage. 

   - Examples: Reel-to-reel tapes, cassette tapes, and cartridge tapes like DAT, LTO, and 

DLT. 

2. Paper Tape: 

   - Description: Long paper strips with holes punched to represent data. 

   - Usage: Historically utilized in early computing and telecommunications. 

   - Examples: Punched tapes used in teletype machines. 
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3. Optical Discs (certain formats): 

   - Description: Discs that store data optically and require linear reading mechanisms. 

   - Usage: Found in media storage and data distribution applications. 

   - Examples: DVDs and CDs used with specific recording formats that rely on sequential 

access. 

 

6.1.2  Basic Principle of Operation 

1. Linear Data Access: 

   - Data is accessed in a sequential manner, requiring traversal through preceding data to 

access a specific piece. 

   - Unlike random access devices (e.g., hard drives, SSDs), which allow direct access to any 

data, sequential access involves accessing data in order. 

 

2. Read/Write Mechanism: 

   - Magnetic Tapes: A read/write head magnetizes or demagnetizes sections of the tape to 

store binary data. Data access involves winding the tape to the desired position. 

   - Paper Tapes: Data encoding is achieved by punching holes in the tape, with a reader 

detecting hole presence to interpret data. 

   - Optical Discs: Data reading involves a laser detecting reflectivity changes on the disc‟s 

surface. Writing data entails altering reflectivity using a laser. 

 

6.1.3  Advantages of Sequential Access Devices 

1. Cost-Effectiveness: 

   - Particularly notable with magnetic tapes, these devices offer cost-effective solutions for 

storing vast amounts of data over extended periods. 

 

2. High Capacity: 

   - Magnetic tapes boast significant storage capacities, making them suitable for archival and 

backup needs. 

 

3. Durability: 

   - When stored appropriately, sequential access devices can maintain data integrity over 

many years, with magnetic tapes capable of lasting decades. 
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4. Energy Efficiency: 

   - During inactive periods, these devices consume minimal power, contributing to energy-

efficient long-term storage. 

 

5. Portability: 

   - Devices like magnetic tape cartridges are portable, facilitating off-site backups and 

disaster recovery plans. 

 

6.2 Limitations of Sequential Access Devices 

1. Slow Data Access: 

   - Due to sequential traversal requirements, accessing specific data can be slower compared 

to random access devices. 

 

2. Physical Wear: 

   - Extended use can lead to wear on the media and read/write mechanisms, potentially 

resulting in data loss. 

 

3. Time-Consuming Operations: 

   - Handling large data volumes may be time-consuming as the device processes data 

sequentially. 

 

4. Limited Use Cases: 

   - Not suited for applications requiring frequent or random data access; best suited for 

archival and backup storage. 

 

5. Vulnerability: 

   - Magnetic tapes, in particular, are susceptible to damage from strong magnetic fields, 

risking data corruption or loss. 

 

6.3 Types of Magnetic Tapes 

1. Reel-to-Reel Tapes: 

   - Description: Large spools of tape that need manual threading through a tape reader. 

   - Usage: Commonly used in early mainframe and minicomputer systems. 
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2. Cassette Tapes: 

   - Description: Encased in a plastic housing for easier handling. 

   - Usage: Popular in home computing and audio recording during the 1970s and 1980s. 

 

3. Cartridge Tapes: 

   - Description: Enclosed in a durable cartridge format, including types like DAT (Digital 

Audio Tape), LTO (Linear Tape-Open), and DLT (Digital Linear Tape). 

   - Usage: Frequently used for professional data backup and archival. 

 

6.2.1 Basic Principle of Operation 

1. Data Encoding: 

   - Data is encoded as magnetic signals on a plastic film coated with a magnetic material. 

 

2. Read/Write Heads: 

   - Writing: The write head magnetizes small regions of the tape to represent binary data (0s 

and 1s). 

   - Reading: The read head detects these magnetized regions and converts them back into 

electrical signals that the computer can process. 

 

3. Sequential Access: 

   - To access specific data, the tape must be wound to the correct position, involving fast-

forwarding or rewinding to the desired location. 

   - Sequential access is slower compared to random access methods, like those used in hard 

drives or SSDs, where data can be accessed directly at any point. 

 

4. Tape Drives: 

   - Devices that hold, read, and write data to magnetic tapes. They control the movement of 

the tape and the interaction with the read/write heads. 

   - Modern tape drives feature automatic tape loading and error correction. 

 

 6.2.2 Advantages of Magnetic Tapes 

1. High Storage Capacity: 

   - Magnetic tapes offer substantial storage capacities, making them suitable for extensive 

data backup and archival. 
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2. Cost-Effective: 

   - Per unit of storage, magnetic tapes are relatively inexpensive compared to other storage 

media, especially for large volumes of data. 

 

3. Durability and Longevity: 

   - With proper storage conditions, magnetic tapes can preserve data for decades. They are 

less susceptible to damage from environmental factors compared to hard drives. 

 

4. Energy Efficiency: 

   - Magnetic tapes do not require power when not in use, making them energy-efficient for 

long-term storage. 

 

5. Portability: 

   - Tape cartridges are compact and easy to transport, making them convenient for off-site 

storage and disaster recovery. 

 

6.4 Limitations of Magnetic Tapes 

1. Sequential Access: 

   - Data access times can be slow because tapes must be wound to the correct position, 

making them inefficient for tasks requiring frequent or random data access. 

 

2. Physical Wear and Tear: 

   - Repeated use can cause wear on the tape and the drive's read/write heads, potentially 

leading to data degradation or loss over time. 

 

3. Data Retrieval Speed: 

   - Accessing specific data is generally slower compared to modern storage solutions like 

SSDs and HDDs due to the sequential nature of the medium. 

 

4. Initial Cost of Drives: 

   - While the tapes themselves are cost-effective, the initial investment in tape drives and 

libraries can be substantial. 
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5. Maintenance: 

   - Regular maintenance is required to ensure the reliability of tape drives and the integrity of 

the data stored on the tapes. 

 

6. Vulnerability to Magnetic Fields: 

   - Magnetic tapes can be easily damaged by strong magnetic fields, which can erase or 

corrupt the stored data. 

 

6.5  Self-Assessment Questions 

1. What do you understand by sequential access devices? 

2. What is magnetic tape?, define its limitations. 

3. What is the operation principal of magnetic tap? 
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Unit 3 

Chapter 7 

Direct Access Devices 
 

 

Learning Objectives: 

 Overview of direct access devices. 

 Discuss various types of direct access devices  

 Operating principle of Direct Access devices. 

 Learn about the Memory disk. 

 

Structure: 

7.1 Direct Access devices (DAD) 

7.2  Types of direct access devices 

7.3 operating principle of DAD 

7.4 Advantage of DAD 

7.5  limitations of DAD 

7.6    Magnetic disk 

7.7 Self-Assessment Questions 

 

7.1 Direct Access Devices  

Direct access devices are storage devices that allow data to be accessed randomly, meaning 

that any piece of data can be retrieved directly without the need to traverse through preceding 

data. These devices are essential components of modern computing systems, facilitating 

efficient data storage and retrieval. Here's an exploration of direct access devices, including 

their types, operational principles, advantages, and limitations: 

 

 7.2 Types of Direct Access Devices 

 

1. Hard Disk Drives (HDDs): 

   - Description: Storage devices that use spinning magnetic disks to store and retrieve data. 

   - Usage: Widely used in personal computers, servers, and enterprise storage systems. 

   - Advantages: Fast data access, high storage capacity, and relatively low cost per gigabyte. 
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2. Solid State Drives (SSDs): 

   - Description: Storage devices that use flash memory to store data electronically. 

   - Usage: Found in laptops, desktops, and high-performance computing environments. 

   - Advantages: Faster data access than HDDs, shock resistance, and lower power 

consumption. 

 

3. Hybrid Drives: 

   - Description: Storage devices that combine HDD and SSD technologies for improved 

performance and capacity. 

   - Usage: Commonly used in consumer electronics and gaming consoles. 

   - Advantages: Offers a balance between speed and capacity, with faster access to frequently 

accessed data. 

 

 7.3 Basic Principle of Operation 

 

1. Random Data Access: 

   - Data can be accessed directly at any location on the storage medium without having to 

traverse through preceding data. 

   - This is achieved through addressing mechanisms that allow the system to locate and 

retrieve data using specific memory addresses. 

 

2. Read/Write Mechanism: 

   - Hard Disk Drives (HDDs): Data is read from and written to spinning magnetic disks using 

read/write heads that move across the disk's surface. 

   - Solid State Drives (SSDs): Data is stored and retrieved electronically using memory cells, 

with no moving parts involved. 

 

3. File System Management: 

   - Direct access devices utilize file systems to organize and manage data stored on the 

storage medium. 

   - File systems maintain metadata, such as file names, sizes, and locations, to facilitate 

efficient data access and retrieval. 

 

 7.4 Advantages of Direct Access Devices 
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1. Fast Data Access: 

   - Direct access devices offer rapid data access times, allowing for quick retrieval of 

information regardless of its location on the storage medium. 

 

2. Random Access: 

   - Users can access data randomly, enabling efficient data retrieval without having to 

traverse through sequential data. 

 

3. High Storage Capacity: 

   - Direct access devices provide substantial storage capacities, accommodating large 

volumes of data for various applications. 

 

4. Reliability: 

   - With advancements in technology, direct access devices have become increasingly 

reliable, with robust error correction mechanisms to ensure data integrity. 

 

5. Versatility: 

   - These devices are versatile and can be used in a wide range of computing systems, from 

personal computers to enterprise-grade servers. 

 

7.5 Limitations of Direct Access Devices 

 

1. Cost: 

   - Direct access devices, particularly SSDs, can be more expensive per gigabyte compared to 

sequential access devices like magnetic tapes. 

 

2. Limited Lifespan: 

   - SSDs have a limited number of write cycles, which can impact their lifespan, especially in 

high-write environments. 

 

3. Data Fragmentation: 

   - Over time, data fragmentation can occur, leading to decreased performance as the storage 

medium becomes fragmented. 
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4. Susceptibility to Physical Damage: 

   - Direct access devices, especially HDDs, are susceptible to physical damage from shock, 

vibration, or mishandling. 

 

5. Power Consumption: 

   - HDDs consume more power than SSDs due to their mechanical components, impacting 

energy efficiency in portable devices. 

 

7.6 Magnetic Disk 

 

A magnetic disk is a direct access storage device that utilizes magnetic storage to store and 

retrieve digital data. Comprising rotating disks coated with a magnetic material and 

read/write heads, magnetic disks are integral to modern computing due to their fast access 

times and ample storage capacities. Here's a detailed exploration of magnetic disks, 

encompassing their components, operational principles, advantages, and limitations: 

 

7.6.1 Components of a Magnetic Disk 

1. Platters: 

   - Circular disks coated with a magnetic layer, typically made of materials like aluminum or 

glass. 

   - Data is stored in the form of magnetic patterns on the surface of these platters. 

 

2. Read/Write Heads: 

   - Electromagnetic components positioned just above the platters, responsible for reading 

and writing data. 

   - Read heads interpret magnetic patterns, while write heads magnetize the platter's surface 

to store data. 

 

3. Spindle and Motor: 

   - The spindle is a central shaft that holds and rotates the platters. 

   - A motor spins the platters at high speeds, enabling rapid data access. 

 

4. Controller and Interface: 

   - The controller manages data transfer between the disk and the computer's memory. 
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   - An interface (e.g., SATA, SCSI) connects the disk to the computer's motherboard, 

facilitating communication. 

 

7.6.2 Operational Principles 

1. Data Access: 

   - Read/write heads move to specific locations on the disk's surface to access data. 

   - They position themselves over tracks (concentric circles) and sectors (pie-shaped wedges) 

where data is stored. 

 

2. Magnetic Recording: 

   - Data is represented by magnetizing small regions of the disk's surface, encoding binary 

data (0s and 1s). 

   - Variations in magnetic orientation denote different data values. 

 

3. Data Transfer: 

   - As the platters rotate, read/write heads read or write data by interpreting or modifying 

magnetic patterns. 

   - Data is exchanged between the disk and the computer's memory via the controller and 

interface. 

 

7.6.3 Advantages of Magnetic Disks 

1. Fast Access Times: 

   - Magnetic disks offer quick data access, facilitating rapid retrieval of information. 

 

2. High Storage Capacity: 

   - With multiple platters and high data density, magnetic disks provide ample storage space 

for large datasets. 

 

3. Random Access: 

   - Users can access data randomly, allowing efficient retrieval without traversing through 

preceding data. 
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4. Reliability: 

   - Magnetic disks incorporate robust error correction mechanisms, ensuring data integrity 

and reliability. 

 

5. Cost-Effectiveness: 

   - Compared to solid-state drives (SSDs), magnetic disks often offer higher storage 

capacities at a lower cost per unit of storage. 

 

7.6.4 Limitations of Magnetic Disks 

1. Mechanical Complexity: 

   - The presence of moving parts such as rotating platters and read/write heads increases the 

risk of mechanical failure. 

 

2. Susceptibility to Damage: 

   - External factors like shock, vibration, or mishandling can damage magnetic disks, 

potentially leading to data loss. 

 

3. Limited Lifespan: 

   - Continuous usage and aging can result in wear and tear, ultimately impacting performance 

and reliability. 

 

4. Power Consumption: 

   - Magnetic disks consume more power than SSDs due to the need for spinning platters and 

moving heads, affecting energy efficiency. 

 

5. Fragmentation: 

   - Over time, data fragmentation can occur, leading to decreased performance as data 

becomes scattered across the disk. 

 

7.7 Self-Assessment Questions 

1. What do you understand by direct access devices? 

2. What is magnetic disk?, define its limitations. 

3. What is the operation principal of direct access devices? 

4. Explain the advantages of DAD. 
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Unit 3 

Chapter 8 

Optical Disks 
 

 

Learning Objectives: 

 Overview of optical disks. 

 Discuss various types of optical disks  

 Operating principle of optical disks. 

 Know about limitation of the optical disk. 

 

Structure: 

8.1 Optical Disks 

8.2  Components of an Optical disks 

8.3 operating principle of optical disks 

8.4 Advantage of optical disks 

8.5  limitations of optical disks 

8.6    Self-Assessment Questions 

 

8.1 Optical Disk 

An optical disk is a storage medium that utilizes optical technology for reading and writing 

data. It consists of a flat, circular disk made of plastic or glass, featuring a reflective surface 

and a protective layer. Renowned for their durability and high storage capacity, optical disks 

are extensively employed for data storage, distribution, and archival purposes. Below is a 

comprehensive examination of optical disks, covering their components, operational 

principles, advantages, and limitations: 

 

8.2 Components of an Optical Disk 

1. Substrate: 

   - The foundational layer of the disk, typically composed of plastic or glass, providing 

structural support. 

 

2. Reflective Layer: 

   - A thin metal (e.g., aluminum) or dye layer that reflects light and stores data in the form of 

pits and lands. 
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3. Data Layer: 

   - The disk region where data is encoded via variations in reflectivity. 

 

4. Protective Layer: 

   - A transparent coating safeguarding the reflective layer from scratches, dust, and other 

forms of physical damage. 

 

8.3 Operation Principle of optical disks 

1. Data Encoding: 

   - Data is stored on the optical disk's surface using a binary code, with pits representing 

binary 1s and lands representing binary 0s. 

 

2. Reading Data: 

   - A laser beam scans the disk's surface, and the reflected light pattern is detected by a 

photosensitive sensor. 

   - Alterations in reflectivity caused by pits and lands are interpreted as binary data. 

 

3. Writing Data: 

   - A high-intensity laser beam modifies the disk's surface reflectivity, creating pits and lands 

to encode binary data. 

 

8.4 Advantages of Optical Disks 

1. High Storage Capacity: 

   - Optical disks offer substantial storage capacities, capable of storing gigabytes or terabytes 

of data. 

 

2. Durability: 

   - Resistant to physical damage, such as scratches and magnetic fields, optical disks are ideal 

for long-term data storage. 

 

3. Portability: 

   - Lightweight and compact, optical disks facilitate easy data transport and distribution. 
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4. Read-Only Versions: 

   - Some optical disks, like CDs and DVDs, come in read-only formats, ensuring data 

integrity and preventing inadvertent modifications. 

 

5. Compatibility: 

   - Optical disks are readable by a broad array of devices, including computers, DVD players, 

and gaming consoles, ensuring widespread compatibility. 

 

8.5 Limitations of Optical Disks 

1. Limited Rewrite Cycles: 

   - Rewritable optical disks, such as CD-RWs and DVD-RWs, have a finite number of write 

cycles before data degradation occurs. 

 

2. Slow Write Speeds: 

   - Writing data to optical disks may be slower compared to other storage media like hard 

drives or solid-state drives. 

 

3. Vulnerability to Scratches: 

   - Despite their durability, optical disks can still sustain scratches or damage, potentially 

resulting in data loss or corruption. 

 

4. Data Integrity Issues: 

   - Environmental factors such as heat, humidity, or sunlight exposure can degrade data 

stored on optical disks over time. 

 

5. Compatibility Issues with Legacy Systems: 

   - Older optical disk formats may lack compatibility with modern devices, limiting their 

utility for archival purposes. 

 

8.6 Self-Assessment Questions 

1. What is optical disk?, define its limitations? 

2. What are the types of optical disk? 

3. What is the operation principal of optical disk? 

4. Explain the advantages of optical disk. 
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UNIT- 4 

 

Chapter-9: Operating System 
 

Learning Objectives: 

 Understanding the concept of an OS 

 Learning about the Objectives of the OS 

 Knowledge of the various views of Operating System 

 

Structure: 

9.1   Introduction to Operating System 

9.2   Purpose of the Operating System 

9.3   Types of Operating System 

9.4   User Interface 

9.5   Functions of Operating System  

9.6   Processing Interrupts and Device Drivers 

9.7     Utility Software and Backup Utilities 

9.8     Antivirus and Firewall 

9.9     Intrusion Detection and Screen Savers 

9.10   Summary 

9.11   Self-Assessment Questions 

 

9.1. Introduction to Operating System 

An operating system is a bridge that is between computer hardware, software and users. An 

OS is software responsible for managing all the functions, including handling of input and 

output, controlling memory and processes, monitor extensions like disc drives and printers. 

Definition: An OS manage the execution of all types of functions. 
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Figure 9.1: Overview of an Operating System 

 

Most frequently used Operating Systems are Linux, Windows, VMS, etc. 

Two goals of the operating system include:  

(1) Controlling the hardware of the computer, and  

(2) Giving the user a user-interactive interface and interpreting user commands so that the 

operating system may interact with the hardware. 

An essential component of practically every computer system is the operating system. 

9.2 Purpose of an Operating System 

An operating system (OS) is a crucial component of computer systems, serving as the 

interface between the user and the computer hardware. Its primary purposes include 

managing hardware resources, providing a user interface, and enabling the execution of 

application software. Here are the key functions and purposes of an operating system: 

1. Resource Management: 

o CPU Management: The OS manages the central processing unit (CPU) by 

scheduling tasks and allocating CPU time to various applications, ensuring 

efficient processing. 

o Memory Management: It handles the allocation and deallocation of memory 

spaces as needed by programs, optimizing the use of the system's RAM. 

o Storage Management: The OS manages data storage on hard drives and other 

storage devices, organizing files into directories and controlling data access. 

2. User Interface: 

o Graphical User Interface (GUI): Many operating systems provide a GUI 

that allows users to interact with the computer using visual elements like 

windows, icons, and menus. 

o Command-Line Interface (CLI): Some OSs offer a CLI, enabling users to 

type commands to perform specific tasks, providing more control and 

flexibility for advanced users. 

3. Process Management: 

o The OS oversees the creation, scheduling, and termination of processes, 

ensuring that applications run smoothly without conflicts. 

o It also manages multitasking, allowing multiple applications to run 

simultaneously by efficiently allocating system resources. 
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4. Device Management: 

o The operating system controls peripheral devices such as printers, scanners, 

and external drives, providing drivers and interfaces that allow these devices 

to communicate with the computer. 

o It handles input and output operations, ensuring that data is correctly 

transferred between hardware components and applications. 

5. File System Management: 

o The OS organizes and manages files on storage devices, providing a 

systematic way to create, delete, read, write, and manage files and directories. 

o It ensures data security and integrity through file permissions and access 

controls. 

6. Security and Access Control: 

o Operating systems implement security measures to protect data and resources 

from unauthorized access and potential threats. 

o They provide user authentication, access controls, and encryption to safeguard 

sensitive information. 

7. Networking: 

o The OS facilitates network connectivity, allowing computers to communicate 

with each other and share resources over local and wide area networks. 

o It manages network protocols, ensuring data is correctly transmitted and 

received across network interfaces. 

8. System Performance Monitoring: 

o Operating systems include tools and utilities to monitor system performance, 

track resource usage, and identify potential issues. 

o They help maintain system stability and efficiency by providing diagnostics 

and troubleshooting information. 

9.3 Types of Operating Systems 

Operating systems (OS) come in various types, each designed to meet specific needs and 

perform particular tasks. Here are the primary types of operating systems: 

1. Batch Operating Systems: 
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o These systems execute batches of jobs without user interaction. Jobs are 

collected, and then processed sequentially. 

o Common in early mainframes, batch systems improve resource utilization by 

automating job scheduling and execution. 

2. Time-Sharing Operating Systems: 

o Time-sharing systems allow multiple users to access the computer 

simultaneously by rapidly switching between users, giving the impression of 

concurrent execution. 

o These systems are designed to provide a fast response to user inputs and 

efficient utilization of system resources. 

3. Distributed Operating Systems: 

o Distributed OS manage a group of distinct computers and present them as a 

single cohesive system. 

o These systems improve resource sharing, reliability, and scalability by 

distributing tasks across multiple machines. 

4. Network Operating Systems: 

o Network OS provide services to computers connected over a network, 

allowing resource sharing such as files and printers. 

o They include functionalities for network communication, data security, and 

user management. 

5. Real-Time Operating Systems (RTOS): 

o RTOS are designed for applications requiring timely and predictable responses 

to external events, commonly used in embedded systems, industrial control, 

and robotics. 

o These systems prioritize tasks to ensure critical operations are executed within 

stringent time constraints. 

6. Mobile Operating Systems: 

o Mobile OS are developed specifically for mobile devices, such as smartphones 

and tablets. Examples include Android and iOS. 

o These systems manage mobile-specific functions like touch interfaces, cellular 

connectivity, and power management. 

7. Multi-User and Single-User Operating Systems: 
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o Multi-user OS allow multiple users to access the system simultaneously, 

ensuring data security and user management. Unix and Windows Server are 

examples. 

o Single-user OS are designed for one user at a time, with simpler user 

management, such as most versions of Windows and macOS. 

8. Multiprocessing and Multithreading Operating Systems: 

o Multiprocessing OS support running multiple processes simultaneously, 

utilizing multiple CPU cores to enhance performance. 

o Multithreading OS enable multiple threads within a single process to run 

concurrently, improving application efficiency. 

Each type of operating system is designed to address specific needs and optimize the 

performance and usability of the computer system in various environments. 

9.4 User Interface in Operating Systems 

The user interface (UI) in an operating system (OS) is the medium through which users 

interact with the computer system. It provides the necessary tools and visual elements to 

allow users to communicate commands, manage files, and run applications. There are two 

main types of user interfaces: Graphical User Interface (GUI) and Command-Line Interface 

(CLI). 

1. Graphical User Interface (GUI): 

o Visual Interaction: GUIs use visual elements such as windows, icons, 

buttons, and menus to facilitate user interaction. This makes it intuitive and 

accessible, even for users with little technical expertise. 

o Ease of Use: Users can perform tasks like opening applications, managing 

files, and configuring system settings through simple point-and-click actions, 

reducing the learning curve. 

o Multi-Tasking: GUIs allow multiple applications to run simultaneously in 

separate windows, enabling users to switch between tasks easily. 

o Examples: Common operating systems with GUIs include Microsoft 

Windows, macOS, and many Linux distributions (e.g., Ubuntu with its 

GNOME interface). 

2. Command-Line Interface (CLI): 
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o Text-Based Interaction: The CLI requires users to type textual commands to 

perform tasks. This provides greater control and flexibility, especially for 

advanced users. 

o Efficiency: Experienced users can perform complex tasks quickly through 

concise commands, often scripting repetitive tasks to enhance productivity. 

o Resource Efficiency: CLIs consume fewer system resources compared to 

GUIs, making them suitable for systems with limited hardware capabilities or 

for remote administration. 

o Examples: Operating systems like Unix, Linux, and some versions of 

Windows (via Command Prompt or PowerShell) offer command-line 

interfaces. 

9.5 Functions of Operating System  

 

1) Running Programs 

 

1. Process Management: 

o The OS handles the creation, scheduling, and termination of processes. It 

allocates CPU time to various programs, ensuring efficient execution and 

responsiveness. 

o Multitasking: The OS allows multiple programs to run simultaneously by 

switching between them rapidly, giving the impression of concurrent 

execution. This includes both time-sharing for user applications and 

background processes. 

2. Memory Management: 

o The OS allocates memory to programs as they need it and deallocates it when 

it is no longer required, optimizing the use of RAM. 

o Virtual Memory: The OS uses virtual memory to extend the apparent amount 

of RAM available, allowing programs to run even if physical memory is 

limited by using disk space as an overflow area. 

3. Execution Environment: 

o The OS provides an execution environment that includes the necessary 

libraries, system calls, and interfaces required by applications to run. This 
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ensures that programs can interact with the hardware and other software 

components effectively. 

 

2) Sharing Information 

 

1. File Systems: 

o The OS organizes and manages files on storage devices, providing a 

hierarchical file system structure. Users and programs can create, read, write, 

and delete files and directories. 

o Permissions and Access Control: The OS enforces permissions and access 

control mechanisms to ensure that only authorized users and programs can 

access or modify specific files and directories, protecting sensitive 

information. 

2. Inter-Process Communication (IPC): 

o The OS provides mechanisms for processes to communicate and share data. 

This includes pipes, message queues, shared memory, and sockets. 

o Synchronization: The OS ensures that multiple processes can coordinate their 

actions and share resources without conflicts through synchronization 

mechanisms like semaphores and mutexes. 

3. Networking: 

o The OS facilitates network communication, allowing computers to share 

information and resources over local and wide area networks. 

o Protocols and Services: The OS supports various network protocols and 

services, such as TCP/IP for data transmission and DNS for resolving domain 

names. 

3) Managing Hardware 

1. Device Management: 

o The OS manages hardware devices such as printers, scanners, and external 

drives. It provides drivers and interfaces that allow applications to interact 

with hardware components. 
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o Plug and Play: Modern operating systems support plug and play, 

automatically detecting and configuring new hardware devices as they are 

connected to the system. 

2. Input/Output (I/O) Management: 

o The OS handles input and output operations, ensuring that data is correctly 

transferred between the CPU, memory, and peripheral devices. 

o Buffering and Spooling: The OS uses buffering to temporarily hold data 

while it's being transferred between devices, and spooling to manage the 

sequence of data sent to devices like printers. 

3. Resource Allocation: 

o The OS allocates hardware resources such as CPU time, memory, and I/O 

bandwidth to various programs and processes, ensuring that each gets the 

necessary resources to function efficiently. 

o Performance Monitoring: The OS includes tools to monitor system 

performance, track resource usage, and identify potential bottlenecks or 

hardware issues. 

9.6 Processing Interrupts Device Drivers 

 Processing Interrupts 

Interrupts are signals sent to the CPU by hardware or software indicating an event that 

needs immediate attention. Interrupts enable the operating system to respond promptly to 

critical events, ensuring efficient and smooth operation of the system. 

1. Types of Interrupts: 

o Hardware Interrupts: Generated by hardware devices, such as keyboards, 

mice, or network cards, to signal events like key presses or data arrival. 

o Software Interrupts: Generated by software applications or the OS itself to 

request system services or indicate exceptional conditions. 

2. Interrupt Handling Process: 

o Interrupt Request (IRQ): When an interrupt occurs, the device sends an IRQ 

to the CPU, halting the current process. 

o Interrupt Vector Table: The CPU uses an interrupt vector table to determine 

the appropriate interrupt handler, a special function designed to deal with the 

specific interrupt. 
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o Interrupt Handler Execution: The interrupt handler executes, addressing the 

cause of the interrupt. This could involve reading data from a device, 

processing input, or handling errors. 

o Return to Previous Process: After the interrupt is processed, control is 

returned to the previously executing process, which resumes operation. 

 

3. Priority and Nesting: 

o Interrupt Priority: Interrupts have priorities, ensuring that more critical 

interrupts are handled first. High-priority interrupts can pre-empt lower-

priority ones. 

o Nested Interrupts: The OS can manage nested interrupts, where a high-

priority interrupt occurs while another interrupt is being handled. The current 

handler is paused to address the more critical interrupt. 

 Device Drivers: 

Device Drivers are specialized programs that allow the operating system to communicate 

with hardware devices. They act as translators between the OS and hardware, enabling the 

use of peripheral devices. 

1. Purpose of Device Drivers: 

o Hardware Abstraction: Drivers provide a standardized interface for the OS 

to interact with different hardware devices, abstracting the specifics of each 

device. 

o Compatibility and Flexibility: They ensure compatibility between the OS 

and various hardware devices, allowing new devices to be added without 

modifying the OS itself. 

2. Functionality of Device Drivers: 

o Device Initialization: Drivers initialize devices during system startup or when 

a new device is connected, ensuring they are ready for operation. 

o Command Execution: They send commands from the OS to the hardware 

device, instructing it to perform specific tasks such as reading or writing data. 

o Data Transfer: Drivers facilitate data transfer between the device and the OS, 

handling protocols and data formats specific to the device. 
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o Interrupt Handling: Some drivers handle interrupts generated by their 

associated devices, ensuring timely response to events like data arrival or error 

conditions. 

3. Types of Device Drivers: 

o Kernel-Mode Drivers: These run in the kernel space with high privileges, 

directly interacting with the hardware and core OS functions. Examples 

include drivers for disk controllers and network cards. 

o User-Mode Drivers: These operate in user space with limited privileges, 

interacting with the OS rather than the hardware directly. Examples include 

drivers for printers and some USB devices. 

4. Installation and Updates: 

o Installation: Device drivers are typically installed along with the operating 

system or provided by hardware manufacturers. The OS may also include 

generic drivers for basic functionality. 

o Updates: Drivers are regularly updated to improve performance, add features, 

and fix bugs. The OS or the device manufacturer often provides updates. 

 

9.7 Utility Software and Backup Utilities in Operating Systems 

 Utility Software 

Utility software is a type of system software designed to help analyze, configure, optimize, 

and maintain the computer. It provides essential tools and functionalities to ensure the 

efficient operation of the system. 

1. System Maintenance: 

o Disk Cleanup: Removes unnecessary files and temporary data to free up disk 

space and improve system performance. 

o Disk Defragmenter: Reorganizes fragmented data on the hard drive to 

enhance access speed and efficiency. 

o Registry Cleaner: Scans and repairs issues within the system registry, 

maintaining system stability. 

2. Performance Monitoring: 
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o Task Manager: Provides real-time information on CPU, memory, disk, and 

network usage, helping users monitor and manage system performance. 

o System Information Tools: Display detailed information about the 

computer's hardware and software, aiding in troubleshooting and system 

optimization. 

3. Security: 

o Antivirus Software: Detects and removes malware, protecting the system 

from viruses, spyware, and other malicious threats. 

o Firewalls: Monitor and control incoming and outgoing network traffic, 

enhancing security against unauthorized access. 

o Encryption Tools: Encrypt sensitive data to protect it from unauthorized 

access. 

4. File Management: 

o File Compression Tools: Compress files to save disk space and facilitate 

faster file transfer. 

o File Recovery Tools: Recover accidentally deleted or corrupted files, 

preventing data loss. 

o File Transfer Utilities: Simplify the process of transferring files between 

computers or devices. 

 

 Backup Utilities 

Backup utilities are specialized software tools designed to create copies of data to prevent 

data loss in case of system failures, accidental deletions, or other data loss scenarios. These 

utilities ensure that data can be restored to its original state when needed. 

1. Full Backup: 

o Complete Data Copy: A full backup creates an entire copy of the selected 

data set, including files, directories, and system settings. 

o Restoration Simplicity: Full backups make the restoration process 

straightforward since all data is contained in a single backup set. 

2. Cloud Backup: 
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o Offsite Storage: Cloud backup utilities store data on remote servers, 

protecting it from local hardware failures or disasters. 

o Accessibility: Cloud backups can be accessed from anywhere with an internet 

connection, providing flexibility and convenience. 

3. System Image Backup: 

o Complete System Copy: System image backups create an exact copy of the 

entire system, including the operating system, applications, and user settings. 

o Disaster Recovery: These backups are essential for recovering from major 

system failures, allowing the system to be restored to a fully functional state. 

 

4. Backup Scheduling: 

o Automated Backups: Backup utilities often include scheduling features, 

allowing users to automate the backup process at regular intervals. 

o Customization: Users can customize backup schedules based on their specific 

needs, ensuring regular data protection without manual intervention. 

Utility software and Backup utilities are vital components of an operating system. Utility 

software helps maintain, optimize, and secure the system, while backup utilities ensure data 

integrity and availability by creating copies of critical data for restoration in case of loss or 

damage. 

 

9.8 Antivirus and Firewall in Operating Systems 

 Antivirus Software 

Antivirus software is a crucial utility in an operating system, designed to detect, prevent, 

and remove malware, including viruses, worms, trojans, spyware, and other malicious 

programs. Here are its key functions and features: 

1. Real-Time Protection: 

o Continuous Monitoring: Antivirus programs constantly monitor the system 

for suspicious activity, providing real-time protection against threats. 
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o Immediate Response: When malware is detected, the antivirus takes 

immediate action to quarantine or remove the threat, preventing damage or 

data loss. 

2. Scanning and Detection: 

o Full System Scans: Antivirus software performs comprehensive scans of the 

entire system to detect hidden malware. 

o Scheduled Scans: Users can schedule regular scans to ensure ongoing 

protection without manual intervention. 

o Custom Scans: Users can target specific files, folders, or drives for scanning, 

focusing on areas most likely to be infected. 

 

3. Malware Database: 

o Signature-Based Detection: Antivirus programs use a database of known 

malware signatures to identify and block threats. This database is regularly 

updated to include the latest threats. 

o Heuristic Analysis: In addition to signature-based detection, heuristic 

analysis examines the behavior of programs to identify new, unknown 

malware based on suspicious activities. 

4. Additional Features: 

o Web Protection: Some antivirus programs include browser protection to 

block malicious websites and phishing attempts. 

o Email Scanning: Scanning email attachments and links to protect against 

malware delivered via email. 

 Firewall 

Firewall is a network security system that monitors and controls incoming and outgoing 

network traffic based on predetermined security rules. It acts as a barrier between a trusted 

internal network and untrusted external networks, such as the internet. Here are its key 

functions and features: 

1. Packet Filtering: 

o Traffic Inspection: Firewalls inspect data packets transmitted over the 

network, checking them against a set of predefined rules. 
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o Allow or Block: Based on the inspection, the firewall either allows legitimate 

traffic to pass or blocks harmful or suspicious packets. 

2. Proxy Services: 

o Intermediary: Proxy firewalls act as intermediaries between end users and 

the services they access, providing an additional layer of security. 

o Anonymity and Control: They can hide the internal network structure and 

control user access to external resources. 

3. Network Address Translation (NAT): 

o IP Address Masking: Firewalls using NAT can hide internal IP addresses 

from external networks, adding a layer of privacy and security. 

o Resource Sharing: NAT allows multiple devices on a local network to share 

a single public IP address for accessing the internet. 

4. Intrusion Detection and Prevention: 

o Threat Detection: Firewalls often include intrusion detection systems (IDS) 

to identify potential security breaches. 

o Automated Response: Intrusion prevention systems (IPS) can take automatic 

action to block or mitigate detected threats, enhancing network security. 

5. Application Layer Filtering: 

o Deep Packet Inspection: Firewalls can inspect the contents of data packets at 

the application layer, blocking specific content or applications based on 

security policies. 

o Granular Control: This allows for more granular control over the types of 

traffic allowed into and out of the network. 

 

9.9 Intrusion Detection and Screen Savers in Operating Systems 

 Intrusion Detection 

Intrusion Detection Systems (IDS) are security mechanisms within an operating system 

designed to detect unauthorized access or abnormal activities. They play a crucial role in 

protecting systems from malicious attacks and ensuring data integrity. 

1. Types of Intrusion Detection Systems: 
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o Network-Based IDS (NIDS): Monitors network traffic for suspicious activity 

by analyzing incoming and outgoing data packets. It is usually deployed at 

strategic points within the network, such as routers and switches. 

o Host-Based IDS (HIDS): Installed on individual devices, HIDS monitors 

system logs, file integrity, and system processes to detect abnormal behavior. 

It focuses on the activities within a single system. 

2. Detection Methods: 

o Signature-Based Detection: Compares activities against a database of known 

attack signatures. It is effective against known threats but may miss new or 

evolving attacks. 

o Anomaly-Based Detection: Establishes a baseline of normal behavior and 

flags any deviations from this norm. It can detect unknown threats but may 

produce false positives. 

 

3. Functionality: 

o Monitoring: Continuously monitors system activities and network traffic to 

identify potential security breaches. 

o Alerting: Generates alerts when suspicious activities are detected, allowing 

administrators to take immediate action. 

o Logging: Keeps detailed logs of detected activities for further analysis and 

auditing. 

o Response: Some IDS solutions can take automated actions in response to 

detected threats, such as blocking IP addresses or shutting down compromised 

services. 

4. Benefits: 

o Early Detection: Identifies potential threats before they can cause significant 

damage. 

o Forensic Analysis: Provides detailed information for investigating and 

understanding security incidents. 

o Compliance: Helps organizations meet regulatory requirements by providing 

audit trails and security logs. 

 Screen Savers 
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Screen savers are software programs that fill the screen with moving images or patterns 

when the computer is idle for a specified period. Originally designed to prevent phosphor 

burn-in on CRT monitors, they now serve various purposes. 

1. Primary Functions: 

o Preventing Burn-In: On older CRT and plasma displays, static images could 

burn into the screen if left for too long. Screen savers prevent this by 

activating dynamic images or animations. 

o Security: Screen savers can be configured to lock the computer when 

activated, requiring a password to resume work. This helps protect sensitive 

information from unauthorized access when the user is away. 

2. Customization: 

o Personalization: Users can choose from a variety of screen savers, including 

custom images, slideshows, or animations. This allows for a personalized user 

experience. 

o Settings: Screen savers offer various settings such as delay time before 

activation, specific animations, and transitions, allowing users to customize 

their preferences. 

3. Modern Uses: 

o Energy Saving: Modern operating systems often turn off the display or put 

the computer into sleep mode instead of using a screen saver to save energy. 

o Information Display: Some screen savers display useful information such as 

time, system status, or notifications, providing utility beyond simple 

aesthetics. 

4. Examples: 

o Classic Animations: Popular screen savers include bouncing balls, flying 

toasters, and star fields. 

o Photo Slideshows: Users can set up screen savers to display a slideshow of 

personal photos, adding a personal touch to their workstation. 

o Interactive and Thematic: Advanced screen savers may include interactive 

elements or thematic visuals related to holidays, seasons, or special events. 

9.10 Summary 

 Operating system (OS) acts as an interface between computer hardware, software and 

users.  
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 OS is software that provides help in managing all the fundamental functions, 

including managing memory and processes, handling input and output and controlling 

peripherals like disc drives and printers. 

 Multiprogramming logically provides time-sharing or multitasking.  

 A data processing system is considered to be real-time if processing and reaction 

takes short amount of time that it affects the environment 

 A process is a time-shared user program. 

 In the main memory words or bytes with different sizes ranging from tens of 

thousands to billions. 

 The primary memory is lost when the power is cut.  

 Multitasking operating systems are often known as time-sharing systems.  

 Multiprogramming is the term for sharing the CPU more than one  programs are run 

simultaneously in memory. 

 

9.11 Self-Assessment Questions 

1. State the relationship between operating systems and computer hardware? 

2. What inconveniences can a user face while interacting with a computer system? 

3. Explain the meaning and purpose of „Views‟ in Operating Systems. 

4. Write a brief summary about the Functions of Operating Systems. 
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Chapter-10 

 

PC Operating Systems 

 

 
Learning Objectives: 

 PC Operating Systems 

 DOS and Windows 

 UNIX and Linux 

 

Structure: 

10.1  Introduction to PC Operating Systems  

10.2  Disk Operating System (DOS) 

10.3  Windows OS 

10.4  UNIX Operating System 

10.5 Linux Operating System 

10.6 Self-Assessment Questions   

10.7 Case Study 

 

10.1 Introduction to PC Operating Systems 

A PC Operating System (OS) serves as the fundamental software that manages and facilitates 

the interaction between hardware components and software applications on personal 

computers (PCs). It provides users with a platform to perform various tasks effectively and 

efficiently. 

1. Core Functions: 

o Resource Management: The OS allocates system resources such as CPU 

(Central Processing Unit), memory (RAM), and storage (hard drives) to 

running applications while ensuring optimal performance. 

o User Interface: It offers a graphical user interface (GUI) or command-line 

interface (CLI) through which users can interact with the computer, manage 

files, and execute programs. 
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o Process Management: OS manages multiple processes simultaneously, 

allowing multitasking where users can run several applications concurrently 

without interference. 

2. Types of PC Operating Systems: 

o Windows: Developed by Microsoft, Windows OS dominates the PC market 

with versions tailored for home, business, and specialized applications. 

o macOS: Exclusive to Apple computers, macOS provides a seamless 

integration with Apple hardware and offers a UNIX-based environment 

known for its stability and user-friendly interface. 

o Linux: Known for its open-source nature, Linux distributions (distros) offer 

versatility, robustness, and customization options suitable for both desktop and 

server environments. 

3. Key Components: 

o File System: Manages storage and organizes data into files and directories, 

enabling efficient data retrieval and management. 

o Device Drivers: Essential software that allows the OS to communicate with 

hardware components like printers, graphics cards, and network adapters. 

o Security Features: Includes built-in tools like antivirus software, firewalls, 

and encryption mechanisms to protect against malware, unauthorized access, 

and data breaches. 

4. Utility and Support Software: 

o Utility Programs: Assist in system maintenance tasks such as disk cleanup, 

defragmentation, and software updates to ensure optimal PC performance. 

o Support Services: Offered through system updates, patches, and user forums, 

providing ongoing improvements, bug fixes, and user assistance. 

 

10.2 DOS (Disk Operating System)  

DOS, or Disk Operating System, played a significant role in the early evolution of personal 

computing. Developed by Microsoft, DOS was originally designed to provide a command-

line interface (CLI) for IBM PCs and compatible hardware in the 1980s. Here are key aspects 

of DOS within the context of operating systems: 
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1. Command-Line Interface (CLI): 

o User Interaction: DOS operated primarily through a text-based CLI, where 

users typed commands to perform tasks such as file management, running 

programs, and configuring system settings. 

o Commands: Users interacted with DOS by entering commands like dir to list 

directory contents, copy to copy files, and cd to change directories. 

2. File System: 

o FAT File System: DOS used the File Allocation Table (FAT) file system, 

which organized files and directories on storage devices like floppy disks and 

hard drives. 

o Hierarchical Structure: Files were organized hierarchically within 

directories, with each file having a unique name and attributes. 

3. Single-Tasking System: 

o Limitations: Initially, DOS was single-tasking, meaning it could only execute 

one program at a time. Users had to exit one program before starting another, 

limiting multitasking capabilities compared to modern operating systems. 

4. Compatibility and Legacy: 

o Compatibility: DOS compatibility was crucial for running early PC software. 

Even as graphical user interfaces (GUIs) became standard with later operating 

systems like Windows, DOS compatibility remained essential, leading to the 

inclusion of DOS emulation and compatibility modes in subsequent Windows 

versions. 

o Legacy Support: Legacy DOS applications continued to be supported 

through mechanisms like Virtual DOS Machines (VDMs) in Windows, 

ensuring backward compatibility for older software. 

5. Evolution and Influence: 

o Transition to Windows: The transition from DOS to Windows marked a 

significant shift in computing, introducing a graphical user interface (GUI) 

that revolutionized user interaction and set the stage for modern operating 

systems. 

o Development: Microsoft's development of Windows built upon the 

foundation laid by DOS, incorporating GUI elements, multitasking 

capabilities, and improved system management features while maintaining 

compatibility with existing DOS software. 
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10.3 Windows Operating System 

The Windows operating system, developed by Microsoft, has been pivotal in shaping the 

landscape of personal computing since its inception. Here are the key aspects and evolution 

of Windows: 

1. Graphical User Interface (GUI): 

o User-Friendly Interface: Windows introduced a graphical user interface that 

replaced the command-line interface of its predecessor, MS-DOS. This 

allowed users to interact with the computer using visual elements such as 

windows, icons, menus, and a pointing device (mouse). 

2. Multitasking and User Experience: 

o Enhanced Multitasking: Unlike MS-DOS, Windows supported multitasking, 

enabling users to run multiple applications simultaneously and switch between 

them seamlessly. 

o Improved User Experience: Windows versions progressively enhanced user 

experience with features like the Start menu (introduced in Windows 95), 

taskbar, file explorer, and control panel, making PCs more accessible and 

intuitive for users. 

3. Version Evolution: 

o Windows 1.0 to 3.x: Released in the mid-1980s to early 1990s, these early 

versions laid the foundation with basic GUI functionalities and application 

support. 

o Windows 95/98: Introduced significant enhancements such as plug-and-play 

support, a more robust GUI, and improved multimedia capabilities, becoming 

widely popular among consumers and businesses alike. 

o Windows NT/2000/XP: Targeted at business and enterprise users, these 

versions focused on stability, security, and networking features, establishing 

Windows as a viable choice for professional environments. 

o Windows Vista/7/8/10: These versions continued to evolve with 

advancements in security, performance, and user interface design. Windows 

10, the latest major release, introduced features like Cortana (digital assistant), 

virtual desktops, and universal apps across different devices. 
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4. Integration and Compatibility: 

o Hardware Support: Windows expanded its compatibility with a wide range 

of hardware devices, supporting PCs, laptops, tablets, and hybrid devices. 

o Software Ecosystem: Microsoft developed a vast ecosystem of software 

applications and services compatible with Windows, including productivity 

tools, games, and development platforms. 

5. Security and Updates: 

o Security Features: Windows evolved with built-in security features such as 

Windows Defender (antivirus), firewall, and encryption tools to protect users 

from malware, viruses, and unauthorized access. 

o Regular Updates: Microsoft regularly releases updates and patches to address 

security vulnerabilities, improve performance, and introduce new features, 

ensuring the OS remains secure and up-to-date. 

 

10.4 Unix Operating System: 

1. Origin and Development: 

o Birth: Unix was developed in the late 1960s and early 1970s at AT&T Bell 

Labs by Ken Thompson, Dennis Ritchie, and others. It was initially used for 

internal purposes but later became widely adopted in academic and 

commercial settings. 

o Philosophy: Unix was designed with a set of principles known as the Unix 

philosophy, emphasizing modularity, simplicity, and the use of small, single-

purpose utilities that work together through a command-line interface. 

2. Features: 

o Multiuser and Multitasking: Unix supports multiple users accessing the 

system simultaneously, with each user running multiple processes 

concurrently (multitasking). 

o Hierarchical File System: Files are organized in a hierarchical directory 

structure, allowing for efficient organization and management of data. 

o Networking Capabilities: Unix systems were early adopters of networking 

protocols, enabling seamless communication between computers over 

networks. 
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3. Variants and Standards: 

o Commercial Unix: Various vendors developed their versions of Unix, such as 

Solaris (Oracle), HP-UX (Hewlett Packard), and AIX (IBM), each with its 

unique features and optimizations. 

o Unix Standards: The Single UNIX Specification, maintained by The Open 

Group, defines a set of standards that Unix-like operating systems should 

adhere to, ensuring compatibility and interoperability. 

 

10.5 Linux Operating System: 

1. Origin and Development: 

o Inspiration: Linux was inspired by Unix and developed in 1991 by Linus 

Torvalds, a Finnish computer science student. It started as a hobby project but 

quickly gained momentum as developers worldwide contributed to its 

development. 

o Open Source: Linux is distributed under open-source licenses (such as the 

GNU General Public License), allowing users to view, modify, and distribute 

its source code freely. 

2. Features: 

o Kernel: Linux kernel serves as the core component, managing hardware 

resources, providing process management, and facilitating communication 

between software and hardware. 

o Distributions (Distros): Linux is available in various distributions (distros), 

each tailored to different user needs and preferences. Popular distros include 

Ubuntu, Fedora, Debian, and CentOS, offering different desktop environments 

and software packages. 

3. Community and Ecosystem: 

o Community-driven: Linux development is driven by a global community of 

developers, enthusiasts, and organizations collaborating on kernel 

development, software packaging, and support. 

o Versatility: Linux powers a wide range of devices, from servers and 

mainframes to desktop computers, embedded systems, and IoT devices, due to 

its flexibility and customization options. 



82 
 

4. Adoption and Usage: 

o Server Dominance: Linux is widely used in server environments due to its 

stability, security, and performance. It dominates the server market, powering 

a significant portion of internet servers and cloud infrastructure. 

o Desktop and Mobile: Linux has also made strides in the desktop market with 

user-friendly distributions offering robust alternatives to commercial operating 

systems. 

10.6 Self-Assessment Questions 

1. Differentiate between DOS and Windows. 

2. Differentiate between UNIX and Linux. 

 

10.7 Case Study 

Title:   Choosing the Right OS 

Introduction 

The introduction of various new versions of OS has increased competition within industries 

and companies in order to increase efficiency at various levels. The problem statement in this 

scenario is the target of updating the operating systems on 5000 computers in the Soap-n-

Suds international soap manufacturing company. 

Case Study: 

Before installing a specified OS, there is a requirement to compare the different systems 

capable of running on various desktop types. Hardware components and their software 

requirements specification are to be considered.  

Microsoft Windows – One of the most commonly used OS around the globe. It is easier to 

use and offers various graphical interfaces which are more efficient than competitors in use.  

Mac OS – This OS is offered by Apple Inc. technology Firm. It provides various products 

and services within its OS. It includes including graphical interface design and shared 

application frameworks.  

Linux OS – This open-source software operating system has numerous versions and is 

offered for free on the worldwide software provisional platform.  

Question: Discuss the different concerns that should be considered before final 

implementation. 
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